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Abstract—Although the goal of pervasive data sharing has
persisted for over a decade, most large-scale efforts fail to reach
the critical mass of participation necessary to sustain it due to
the excessive costs involved. These costs often stem from the lack
of standardized methodology and tools to implement disclosure
controls that address data sharing risks. We present a framework
that addresses the problem comprehensively by considering policy
level risk (e.g., NDAs) and technical (e.g., data anonymization)
disclosure control issues in concert. Doing so facilitates a superior
balance of utility and risk mitigation by ensuring that policy
and technical approaches complement one another. Moreover, the
framework is driven by the pragmatic utility goals of the data
release rather than general risk factors, which helps to focus the
effort on exactly those parts of the data necessary to achieve
desired goals. The output of the framework is a standardized
audit trail and description of the data sharing scenario, which
enables the reuse of key components in other data sharing efforts.
The framework greatly decreases the data publisher’s overall
costs while simultaneously enabling a more evolved and effective
balance between utility and risk management in data sharing.

I. INTRODUCTION

Despite significant attention from policymakers and the
research community, many initiatives to encourage pervasive
data sharing have stalled due to security and privacy con-
cerns. These data sharing efforts are hindered by a lack of
standard methodology for setting utility goals, assessing risks,
choosing appropriate disclosure controls, and implementing
those controls to mitigate risks while maintaining utility. The
current state of practice encourages the application of ad-
hoc policy and technical approaches that often fail to provide
an appropriate balance between the utility of the data and
its risks. Moreover, the inherent variability in the disclosure
control process among data sharing efforts makes it difficult
to re-use legal or technological infrastructure, which results
in excessive labor costs and an inability to properly audit
the process. To achieve effective data sharing, a standardized
process is necessary to guide the data publisher from setting
utility goals all the way to implementing disclosure controls,
while allowing the costs of this effort to be amortized across
many data releases.

The disclosure control framework is made up of three basic
components: templates, environments, and a risk assessment
methodology. Generally speaking, a template is a data structure
that encodes information about disclosure control components
that transcend individual data releases or sharing scenarios. An
environment, on the other hand, is a concrete instantiation of
the disclosure controls and related data sharing infrastructure

chosen by the publisher for a particular data release or scenario
(e.g., access controls, server software, etc.). Finally, the risk
assessment framework guides the publisher through a decision-
making process that essentially transforms a set of templates
describing available controls and sharing options into fully-
specified environments that can (given the right infrastructure)
be automatically implemented and guaranteed to reflect the
risk and utility goals of the release. A high-level overview of
the workflow is shown in Figure 1. The publisher begins by
establishing the primary utility goals of the release, which then
inform the identification of associated risks to be mitigated.
In the second phase of the workflow, the publisher chooses
a set of disclosure controls to apply to the data, which may
include controls to change the data or establish penalties for
misusing it. The process ends by having the publisher describe
how the utility goals and identified risks are impacted by the
chosen controls. Throughout this process, the templates restrict
the questions and options given to the publisher, and connect
those options to the available environment configurations. Due
to space restrictions, we provide only general specifications for
the components and a high-level description of the assessment
methodology itself, and refer interested readers to the full
version of the paper for more details [1].

This approach offers a number of benefits over current ad-
hoc methods. For one, we are able to reuse the basic compo-
nents of past data releases through established templates; even
going so far as to enable community-wide sharing of common
templates. These templates describe the standard language of
legal documents and basic functionality of technical disclosure
controls methods, and then provide a common interface for
customizing them. Additionally, the risk assessment method-
ology itself forces the publisher to consider utility and risk
together while providing a unified set of both policy and
technical options to achieve the goals of the data release,
which enables a more refined balance between utility and
risk mitigation. The outputs of each phase in the process
also provide a standardized way of describing and justifying
the data release so that it can be easily audited by third
parties, like Institutional Review Boards (IRBs) or regulatory
agencies. In some cases, this standardized information can be
used to automatically configure data collection and sharing
environments that can be verified to meet the goals set forth in
the framework outputs. Overall, the framework provides a way
to minimize the long-term costs of the disclosure control and
data release process, while simultaneously providing data that
is more useful and where the risks are more well-understood by
all parties involved. In the remainder of this paper, we describe
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Fig. 1. Overview of the disclosure control framework.

the components of the framework and their interactions with an
eye toward computer network and security data, then conclude
with a brief description of how the framework is being used in
the FCC’s on-going Measuring Mobile Broadband project [2].

II. CREATING REUSABLE TEMPLATES & ENVIRONMENTS

The foundation of the framework is built upon reusable
components called templates and environments. The purpose
of the templates is to clearly separate the baseline information
and procedures that exists across all data releases from the
information about a specific data sharing scenario that must
be extracted from the publisher. Based on the specifics of
the scenario at hand (e.g., type of recipient, data, etc.), there
may be many such templates to describe relevant legal and
policy documents, as well as the format of the data being
released and the applicable technical disclosure controls in
use. All templates contain a distinguished name, a user-
friendly description of the functionality of the template, and
categorical information used to organize the templates for easy
examination by the publisher. The key functionality here, is
that the template must be able to facilitate the translation of
the publisher’s choices in the risk assessment and data sharing
process into a specification for a concrete implementation.
In this paper, we consider document, data, and technology
templates, though other types may be added as the need arises.
Examples for each of these templates, encoded in JavaScript
Object Notation (JSON) format, can be found in Figure 2.

A document template is meant to encode the boilerplate
text of legal and policy documents commonly used when
collecting and sharing data, along with a series of questions
that must be answered by the publisher to customize that text
to the current scenario. The boilerplate text contains variables
associated with each of the questions such that answering the
questions fills in the blanks, so to speak, and allows us to
create a complete document that can be used when collecting
or sharing data. This is similar to the way privacy impact
assessment templates are currently used, though on a much
broader scale. The template also contains category information
about the types of policy controls (i.e., clauses) contained
within the documents.

To describe the data being released, we use a data template
that contains information on the syntax of the data type and
how disclosure controls may be applied. More specifically,
the data template consists of parsing rules (or a pointer to a
parser implementation) and a data schema that breaks the data
into individual fields that we may apply disclosure controls to.
Each of these fields is associated with a type that is used to
determine which disclosure controls may be used on that field.

The technology templates describe a single implementation
of a disclosure control or supporting technology, such as
server software or data collection utilities. In practice, these
technology templates will often be abstractions of specific parts
of much larger technologies or software implementations, such
as a specific type of data filter in the collection software. The
template includes information about the field and data types
that it may be applied to, its disclosure control categories (dis-
cussed in Section IV), available parameters including default
settings, and a pointer to its implementation. This information
is enough to guide the application of controls to the appropriate
types of data, and to the appropriate fields within that data.

The environments are simply sets of templates that have
been chosen and configured by the publisher during the risk
assessment and data sharing process. The primary purpose of
these environments is to provide a concise and standardized
description of the data sharing scenario, including specific
instantiations of policy documents, data sharing software, and
disclosure control parameter settings. Like the templates, we
limit the scope of the environments we examine to only include
collection and sharing environments, which are the two areas
where disclosure controls are most often used for network and
security data. Other situations where there is no control over
the data being collected or which have intermediary processing
steps may use a different number of environments.

The collection environment is made up of the completed
templates that govern how the data is received from up-
stream providers, whether they be individual users or large
organizations. This environment may include privacy policies,
collection filters, and the storage format for the collected data.
The sharing environment specifies the set of controls used
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Fig. 2. Example document, data, and policy templates.

when providing the data to a downstream recipient, such as
a researcher, data repository, or the general public, and may
include non-disclosure agreements (NDAs), authentication and
access control mechanisms, and the disclosure controls to be
applied to the data itself. With the right infrastructure, it may
be possible to automatically generate the implementation of
these scenarios using, for example, a set of baseline virtual
machines. At the very least, the environments output by
the framework provide a reasonable basis for auditing the
publisher’s data collection and sharing practices.

III. UTILITY & RISK ASSESSMENT

Utility and risk are often inextricably linked in data sharing
efforts. Despite this close relationship, most risk assessment
methodologies (e.g., [3], [4], [5]) rarely, if ever, explicitly
consider utility even though it is the driving force behind the
effort. Rather than ignoring utility, our methodology makes it
the central focus. The first step in our framework, therefore,
is to assess the utility goals of the data release and the risks
related to achieving those goals. These key factors are captured
in utility and risk profiles, respectively. The profiles allow the
data publisher to create a concise and standardized audit trail
of the decision-making process underlying the data release. An
example of these profiles is given in Figure 3.

Both the utility and risk profile reflect the use cases for the
data. The utility profiles asks the publisher to provide a high-
level description of the use case, as well as the requirements
for standard properties of the data sharing scenario:

• Audience: The audience of the data release describes
the type of community that is intended to act as the
recipient of the data. The audience continuum can be
roughly divided into individuals at the most restrictive
end, consortiums in the middle, and public release at
the most relaxed end.

• Duration: Once the data recipient is given access to
the data, the duration criteria indicates how long the
recipient may access that data. Data access durations

may span from short-term access for real-time oper-
ational uses to indefinite access for general research
purposes.

• Timeliness: Certain uses of the shared network data
may place requirements on how quickly the data is
made available to the recipient. Here, the continuum
of setting choices ranges from real-time access to lon-
gitudinal data collection with long lag times between
collection and availability.

• Detail: Another important aspect of utility is the
level of detail required by the data recipient. Some
operational tasks require detailed data about events or
records, while general research use is most concerned
about overall trends that manifest themselves in the
data. Therefore, one may consider a continuum of
data detail from event-specific data to general trend
information derived from the data.

• Functionality: We may also consider the level of
specificity associated with the data use cases. On one
end of the functionality spectrum are data releases
tailored to specific concrete tasks, while on the other
are open-ended tasks.

• Output: The final aspect of data utility revolves around
the intended outcome of using the data, or the output
of the recipients’ interaction with the data. Therefore,
private knowledge lies on the most restrictive end of
potential outputs, while publication would be the most
broad form of dissemination.

These properties roughly cover the aspects of the data sharing
scenario that the publisher can control and which affect the
“success” of the data release effort with respect to how the
data is ultimately used. During this part of the framework, the
publisher also chooses one or more data templates that describe
the type of data that is being collected, so that appropriate
controls may be applied in the upcoming disclosure control
selection phase.

While the utility profile helps helps determine what we
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Fig. 3. Simplified version of utility and risk profiles.

need to protect, the risk profile specifies the risks identified
for each of the use cases. These are the risks that ultimately
need to be mitigated with disclosure controls while trying to
ensure the utility requirements are met. The risk profile is made
up of three properties that capture the relevant information
necessary to explicitly describe the risks and their sources.
These properties include:

• Type of Data: The type of data involved in the given
use case may impose various obligations or restrictions
related to the standard of care in collecting, using
or disclosing it. For instance, Personally Identifiable
Information (PII) has specific restrictions on its use
imposed by laws and ethical risk sources. Mapping
out the specifics types of data, from among all fields
available in the relevant data templates, helps to iden-
tify the pertinent risk factors.

• Participants: The role of the characteristics of the
publisher and recipient also alter the impact of the
risk factors that may arise due to the data in the
previous column of the profile. For the publisher, it
is important to consider that there are some industries
(e.g., health care, finance, etc.) where there are specific
regulations and professional standards that impose risk
for sharing certain types of data. For the recipient,
their overall potential for abusing the shared data
should be considered, including motivating factors
(e.g., money, fame) and their technical expertise in
bypassing any applied disclosure controls.

• Risk Factors: These are the actual identified risks that
arise due to the combination of participants and data
for the given use case. Each risk factor is derived from
risk sources that include laws, private agreements, pro-
prietary rights, ethical obligations, unilateral policies
(e.g., Terms of Use), and best practices. The combi-
nation of data and participants should be evaluated
against each of the categories for the data sharing
scenario in question, and relevant risk factor should
be listed with their source.

We note that it is difficult, or perhaps impossible, to provide

a meaningful quantitative risk assessment for general data
sharing settings. In particular, there is no clear definition of
utility to allow for any integration into such a framework,
and beyond that we must consider that the policy landscape
constantly changes, that many quantitative measures do not
capture the true risk for some types of data [6], [7], and that
risk is often a subjective and relative notion based on the
context. The overarching philosophy behind our approach is
based on the idea that explicitly stating the factors considered
during data release allows for transparency that is itself a
mitigating factor when considering the inevitability of changes
in the future. Thus, the goal is not to guarantee any particular
level of safety, but to provide the information needed for
the publisher and other participants to make educated choices
about data sharing.

IV. CHOOSING DISCLOSURE CONTROLS

Once the utility and risk profiles have been created in the
assessment phase, the data publisher’s next task is to create
one or more environments to sufficiently mitigate the identified
risks and uphold the utility goals. This is accomplished by
choosing from among the available document and technology
templates, then configuring their properties and applying them
to the data as a whole, or in part. In many cases, there
are several ways to reach the same end state by applying
different combinations of controls, such as when we limit
data collection via filters or delete parts of the data after it
is collected. Obviously, the chosen controls may achieve the
same level of risk mitigation, but often at different costs. The
category associated with each template is used to organize the
available options, while the name and description provide an
understanding of the specific usage, benefits, and drawbacks
for the template. There are three broad classes of that span
operational, data, and policy controls, along with several sub-
categories for each.

Operational controls restrict different aspects of the sup-
porting data collection and sharing infrastructure in an effort
to minimize the exposure of the sensitive data, either before it
is collected or after it is made available to the recipients. Some
examples include access controls, use of specific data formats,



and timing restrictions on data availability. The operational
controls are broken into the following six sub-categories:

• Filtering: Limits the data to a specific sub-population
as it is being collected and stored. In some cases,
the most risky data population can simply be ignored
during collection to mitigate its potential risks.

• Duration: Specifies the amount of time the data is
available to recipients, which limits exposure of the
data to potential abuse.

• Timeliness: Controls how long the data is retained
before it is made available to the recipient. Based on
the time-sensitivity of the risk factors involved in the
use cases, it may be possible to enforce long waiting
periods before the data can be accessed.

• Length: Collecting data over short periods of time
often provides more limited exposure for potentially
risky data, while longitudinal collection often leads to
information that is deeply rooted in the patterns that
emerge over time, which can make mitigation more
difficult.

• Format: Some data formats naturally encode less de-
tailed information than others, or may naturally restrict
the data to only a small number of pertinent fields.
This may help to focus the data collection effort to
only the most basic information necessary.

• Access: There are several methods that can be used to
control and audit access to the data itself, including
limited query interfaces or other mitigated environ-
ments. When the data is accessed within a controlled
environment, it may be possible to offset any potential
risk factors of data exposure with stronger authen-
tication and auditing mechanisms to recover from
malicious activities.

Data controls alter the data itself after it has already been
collected and stored. Here, the data controls may be applied
to the dataset as a whole, to specific rows or columns, or to
very specific pieces of information (i.e., data cells). These data
abstractions are dictated by the data templates associated with
this data release. There are six sub-categories of data controls:

• Deletion: Simply removes a row (record), column
(field), or specific set of cells in the data. The differ-
ence between deletion and the operational limitations
above is that using deletion allows the publisher to
examine the data and make more dynamic disclosure
control choices based on the results of the collection
itself.

• Aggregation: Takes the values of a field over several
records and aggregates them into a single record value.
For instance, the age of participants in a survey may
be aggregated by taking the average of their ages.
These methods attempt to blend the impact of any
one record in with others while still providing useful
trending information.

• Generalization: Uses the semantics of a field to gen-
eralize several related classes of values into a single
large class. An example of this would be truncating zip

codes or Social Security numbers, which effectively
generalizes the values into groups based on larger
geographic areas.

• Pseudonymization: Replaces identifiers with a linkable
or partially-unlinkable pseudonym to hide the real
identity associated with the record, but maintain the
ability to group those records together.

• Perturbation: Changes the value of a field and combin-
ing it with noise, such as adding noise taken randomly
from a Laplace distribution to an number.

• Synthetic Data: Given a set of specific statistical prop-
erties to maintain, generative models can be trained to
produce data that is guaranteed to match those proper-
ties, but which has no connection to the original data
for any other property. Data imputation techniques
are also considered to be a type of synthetic data
generation method.

Policy controls mitigate risk not by trying to hide or limit
access to the risky data, but instead by providing strong
incentives for appropriate behavior and penalties for abuse.
In addition to risks arising from the exposure of the data
itself, there are often other risks related to various policy
aspects of the collection and sharing process, such as the need
for informed consent from users or transitive application of
agreements from upstream providers to downstream recipients.
Examples of these policy controls include privacy policies,
memorandums of agreement, data licenses, and non-disclosure
agreements associated with upstream data providers. The basic
functionalities of the policy controls are categorized as follows:

• Performance: Describes the bargain or exchange, such
as the scope of data that is protected, and license
grants or restrictions.

• Consideration: Restrictions related to required fees or
necessary services that are related to the collected data
or its source.

• Covenants & Conditions: Requirements or obligations
placed on the parties for use of the data, such as
consent notices, confidentiality obligations, and de-
struction of data after a specified period of time.

• Accountability & Enforcement: Guarantees and mech-
anisms to enforce or police them, including penalties
and auditing rights.

• Terms & Termination: Specific termination conditions
for the use of the data, time period of use, conditions
under which can it be ended.

• General: Basic requirements imposed by governing
law or other third-party governing law, interpretation
and adjudication; binding effects, third party benefi-
ciaries.

The process of choosing the disclosure controls using this
framework is guided by the categorization of the policy and
technology templates, and their applicability to the chosen data
templates. Once a control is selected by the publisher, the list
of questions or parameters found in the associated template are
presented so that they may be customized to the risk level of



the current data sharing scenario. The publisher also chooses
which environment (if more than one exists) the control should
be associated to. The output of this phase of the framework
is a set of environments containing the configured templates
chosen by the data publisher. While the framework does not
currently consider the notion of completeness (i.e., the idea that
there is a necessary set of templates), it is possible that in the
future it may be extended to establish requirements for certain
types of controls. For instance, sharing obviously cannot occur
without choosing some type of server technology, and so that
may end up becoming a requirement in future iterations of the
framework’s implementation.

V. EVALUATING DISCLOSURE CONTROL IMPACT &
USING FRAMEWORK OUTPUTS

The final phase of the framework comes full circle to
determine how the choices of disclosure controls has changed
the original utility goals and risk factors identified at the
start of the process. The evaluation proceeds by adding an
additional column to the utility and risk profiles, called the
impact statement. The publisher uses the field to specify
how they believe things have changed, either quantitatively
or qualitatively. As with the initial profiles, we cannot rely on
a one-size-fits-all approach when talking about quantitatively
measuring change in inherently qualitative utility properties
and risk factors. We can, however, make some quantitative
measurements where they naturally occur, such as an increase
in lag time between the time data is collected and when it is
made available to recipients. In general, though, we believe that
qualitative impact statements will be the most generally useful
approach. Again, there is no claim that the data is guaranteed
to be safe, but these final profiles help encourage defensible
and pragmatic solutions. In fact, use of the development of
community-driven templates and use of the framework itself
helps to set a standard for what can be considered to be a
“reasonable” level of due diligence on the part of the publisher.

Once the profiles have been completed, the framework
outputs the final utility and risk profiles, as well as the set
of environments created during the disclosure control phase
of the framework. There are several uses for these outputs
that greatly improve the current state-of-practice. Probably
the most obvious use is to provide the profiles and environ-
ments to third-party auditors to review the decisions made in
choosing the controls. Since the profiles provide direct support
for the environment configurations and those environments
are standardized, it is much easier to have a data privacy
expert or attorney verify that the controls meet the necessary
requirements. By comparison, the current approach would be
to engage the experts on an ad-hoc basis with little or no
information about the complete data sharing scenario, instead
receiving only piecemeal verification of the controls and data
sharing policies.

Another, more ambitious use of the output is to use it to
automatically assemble implementation artifacts for each of the
environments. As mentioned earlier, it is possible to create one
baseline virtual machines (VMs) for each environment in the
output, with all of the available tools pre-installed. Then, the
applications within the VMs are configured according to the
templates within their respective environments. Such a system
would remove almost all technology and implementation costs

involved with new data sharing efforts, and enable simple
verification procedures for compliance with stated policies.
At the moment, compliance checking of any sort is actually
impossible because the disclosure control policies are not
formalized and the implementations are not standardized.

VI. CONCLUSION

The disclosure control framework presented in this paper
has been used, in part, to develop privacy and disclosure policy
recommendations for the FCC’s Measuring Mobile Broadband
(MMB) project [2]. The main goal of the project is to gather
information about the speed, performance, and coverage of
current mobile carriers within the United States from the
mobile devices of volunteers. To accomplish this goal and
make the results available to the public, it is important to
protect sensitive information about the volunteer’s location
information while still ensuring that the level of specificity
for each measurement provides useful data for distinguishing
performance characteristics among different geographic areas.
The situation is complicated by the sheer number of entities
involved with the data sharing effort – mobile carriers, vol-
unteers, the FCC, independent researchers, and curious mem-
bers of the general public. Throughout the on-going process,
we have used the framework, as illustrated in the examples
throughout this paper, to clearly and coherently organize the
information necessary to make appropriate decisions about
disclosure controls. Without such a framework, the sheer
complexity of the situation would undoubtedly allow for gaps
in the disjointed efforts by engineers, the legal community, and
privacy experts in addressing the utility, policy, and privacy
concerns arising from this data release.
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