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ABSTRACT

Changsin theend-to-enathbetweertwo hostscanleadto sud-
denchangesin theround-triptime andavailablebandwidth or even
the completeloss of connectity. Determiningthe reasonfor the
routing changeis crucial for diagnosimg and fixing the problem,
and for holding a particular domain accourable for the disrup-
tion. Active measureranttools like traceroutecan infer the cur-
rent pathbetweerntwo end-pants, but not whereandwhy the path
changed. Analyzing BGP datafrom multiple vantagepointsseems
like a promisingway to infer the root causeof routing changesin
this paper we explain the inherert limitations of using BGP data
aloneandarguefor a distributedapproacho troublesheting rout-
ing problems.We propcsea solutionwhereeachAS continuotsly
maintainsa view of routing changesn its own network, without
requiringadditionalsuppat from theundelying routers.Then,we
describehow to querythe measuremersenersalongthe AS-level
forwarding pathfrom the sourceto the destinationto uncover the
locationandthereasorfor theroutingchange.

Categoriesand Subject Descriptors

C.2.2[Network Protocolg: RoutingProtocols,C.2.3[Computer-
Communication Networks]: Network Operations

General Terms
Managment,Measurenmg, Design,Reliability, Performance

Keywords

Network troubleshoting, root causeanalysisBGR, IGP
1. INTRODUCTION

The end-to-en pathbetweenwo hostsmay changefor various
reasonssuchasequipmenfailuresandconfigurationchanges. In
addition to transientdisruptionsduring routing corvergerce, the
new pathmay have a largerround-triptime, lower availableband-
width, smallermaximumtransmissiomnit, moreaggressie paclet
filtering policies,or aforwardingloop or blackhde thatdropspack-
ets. Whenmultiple destinationsxperiencerouting changs at the

Permissionto make digital or hard copies of all or part of this work for

persondaor classroomuseis grantd without fee provided that copies are
not madeor distributed for profit or commercid adwantageandthat copies
bea this notice andthefull citation on thefirst page.To copy othemise,to
repubish, to poston senersor to redistibuteto lists, requiresprior specific
permissiom andbr afee.

SIGCOMMO04 Workshors,Aug. 30+Sept.3,2004,Portland,Oregon,USA.

Copyright 2004ACM 1-58113942-X/040008...$5.00.

Florham Park, NJ

jrex@research.att.com

sametime, thelarge shift in traffic may overloadoneor morelinks
in anIP backoonenetwork. Knowing whythe routing changehap-
penedis necessaryor network administratorgo diagnoseand fix
persistenteachabilityproblems or to tunethe configurationof the
routing protocds to rebalane the traffic load. Determiningwhere
therouting changeoriginatedis crucialfor having greateraccount-
ability for servicedisruptionsin thelnternet.Suchaccountabity is
importantfor compensatingnduserdor violationsof service-leel
agreemets andfor helpingnetwork administratorselectgoodup-
streamproviders and peers.In this paper we proposea measure-
mentframework for pin-pointingthe cause®f routingchanges.

Active measuremat tools suchastraceroutg1l] seemlike the
mosthaturalway to diagnosea routing change.However, tracer
outereturnsinconsistentesultsfor pathsthatarechangingduring
the measuremenprocess;in addition, someroutersdo not send
ICMP repliesandmary firewalls discardthe probepaclets. Also,
identifying the Autonomots System(AS) associateavith eachhop
in the path is surprisingly difficult [2]. The future deploymert
of more sophisticatedouterlevel suppat for active measuremen
(e.g., the IP MeasuremenProtocol [3, 4]) may resohe someof
theseissues. However, active measuremernprovides a view of a
pathonly at the time the probesare sent,requiring a high probe
rateto track routing changes.More importantly actve measure-
mentsaloneonly revealwhatpartof a pathhaschangdandwhere
paclet delay loss, or reorderingoccur[5, 6], but not necessarily
whatcausedherouteto chang andwherethe chang originated

An alternateappraach is to exploit publicly-available passve
measuremds of routing changesn the Border Gatevay Proto-
col (BGP).EachRouteMews [7] andRIPE-NCCJ8] feedlogsthe
adwertisementand withdraval message receved via an external
BGP (eBGP)sessionwith one routerin a participatingAS. Re-
centstudieshave proposedooking for patternsacrossAS paths,
destinationsandtime to pin-pointthe locationand causeof rout-
ing charges[9, 10, 11]. However, a singletopology or configura-
tion charge canleadto numerougpatternsof updaes,andmultiple
eventscould leadto the samesequencef routing messagefl2].
Combiningdatafrom multiple vantagepoints reducesthe uncer
tainty but theappraachis still fraughtwith difficulty becausesome
routing changesrenotvisible in BGP andotherscanleadto mis-
leadingBGPmessagesOneof themaincontritutionsof this paper
is to identify theseproblemsandderive guiddines for diagnosing
routingchangesasdiscussedn Section2.

Wearguethatit is possibleto usepassie measurementsr diag-
nosingrouting problemsif eachAS contributesby solvingits part
of thepuzzle.In Section3, we presenta stravmanproposalwhere
eachAS constructsa view of its part of the routing systembased
on datareadily available from today’s routers—routerconfigura-
tion state BGP updatemessagefrom borderrouters the up/dovn



statusof BGP sessionsand intradomainrouting messages.The
AS usesthe information to determinewhethera routing chang
wastriggeredby aninternalor externalcause Ratherthansending
raw datato a centralrepository anAS acceptsjueriesirom neigh-
boring domainsabott pastrouting changes.To diagnase external
routing changes,an AS may forward a queryto the next AS in ei-

thertheold or the new forwardingpath. Our proposedschemecan
beviewedasanapproactto the“Why problem”articulatedn [13]

or to the “automaticerrorreporting” scenarioin [4]. In particular

we shov how to answerquestionslike “why did the forwarding
pathto destinationd chang?” The paperconcludesin Section4

with discussiorof futureresearcidirections.

2. PUBLIC BGP DATA IS NOT ENOUGH

This sectionhighlightsthe challengesf finding the root cause
of routing changeghroughanalysisof BGP updatedataalone.We
discusswhy someplausibleassumptionslo not hold undercertain
scenariosln particular we shawv that(i) mary routingchangsare
notvisible in the BGP dataand (ii) a partialview of the BGP data
mayleadto inaccurde conclusiors,andderive principlesthatguide
our approachin thenext section.

2.1 Routing ChangesNot Visible in eBGP

ASesin thecoreof thelnternetusuallyconnest to multiple neigh-
boring ASes,andtwo ASesmay conrectin multiple physicallo-
cations. Routersat the borderof a network learn how to reach
externalprefixesby speakingexternalBGP (eBGP)with routersin
neightoring ASes. Upon selectingan externally-learnedoute, the
borderrouter usesinternal BGP (iBGP) to distribute the route to
the otherroutersinside the AS. BGP is responsiblefor (i) deter
mining the AS-level routeto reacha destinationprefix and i) for
eachrouterin anAS, selectingthe bestegresspoint for forwarding
traffic toward that destinationprefix. The internal path from the
ingresspointto the egresspoint is determinedyy anInterior Gate-
way Protocol(IGP), suchasOSPFor IS-IS. In this subsetion, we
discusgthree“myths” thatrelateto how routing changsinsidean
AS may impactthe forwarding path without being visible via an
eBGPmonitoringsession.

MYTH: The BGPupdatesrom a singlerouteraccuratelyrepre-
sentthe AS.

TheroutersA and B in Figurel learnhow to reachdestination
prefix d througheBGPandpropagatehatinformationvia iBGP to
all otherroutersin AS 1. A routerinvokesthe BGP decisionpro-
cess[14] to selecta single bestroute for the prefix. The first few
stepsof the decisionprocesscomparethe BGP attributes,suchas
local preferenceandAS pathlength,of the candidateoutes.Next,
the router prefersan eBGP-learnedoute over ary iBGP-learned
routes. Still, multiple equally-goa choicesmay remain. For ex-
ample,in Figurel, theroutesfrom A and B look equallyattractve
to router D. D breaksthe tie by selectingthe BGP route with
theclosesiegresspoint—therouterwith the smallest GP pathcost
(i.e.,router B with costof 5). Sucharoutingdecisionis commorty
calledhot-padatorouting.

Hot-potatorouting implies that differentroutersin an AS may
pick differentBGP-level routes. For example, B picks the eBGP
routethroughAS 3. RouterA learnstwo equally-goa eBGProutes
andchoosegsay)theonevia AS 2 basedn anarbitrarytie break,
suchastherouterid. Basedon hot-potatorouting,router D selects
the routethrough B androuterC selectgheroutethroughA. As
such,BGP datacollectedfrom D would only reveal the routevia
AS 3. Now suppaethat a failure occurson the link conneting
router A to AS 2. Then,both A andC would switchto the route

via AS 3, which mayleadto a chang in the propertiesof theend-
to-endpathsfor traffic enteringAS 1 atrouterC. However, thelink
failure doesnot causea chargein theBGProuteat D and,assuch,
thechang is notvisible to the measuremergystem.

IMPLICATION 1. Themeasuementsystenneeddo captuethe
BGProutingchangesfromall of theborder routers.
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Figurel: BGP changesarenot detectedat data collectionpoint.

MYTH: Routingchangesvisible in eBGPhave greaterend-to-
endimpactthanchangswith local scope.

IGP andiBGP changsmay have a significantinfluenceon end-

to-endperformanewithoutcausingany eBGP-visibleoutingchange.

In Figure1, router D hasthreeinternalpathsto reachd—two via
egresspoint B (with IGP costsof 5 and7, respectiely) andonevia
egresspoint A (with cost10). Dueto hot-potatorouting, D selects
theroutethrough B with cost5. Evenif alink failson theshortest
path, D continuesto useegresspoint B, thoughpacket forwarding
shiftsto the pathwith cost7. This doesnot causeaniBGP routing
chang, let aloneaneBGP-visiblechang. Yet,if thepathwith cost
7 haslow availablebandwidthor a high roundtrip time, theeffects
on userperformancenight be significant.

Supposeaow thatalink failuremakesall pathsfrom D to B have
an IGP costhigherthan10. Then,router D switchesto the BGP
routewith egresspoint A. However, thisiBGP routingchang may
or may not bevisible in eBGR If A wereroutingtraffic via AS 3,
thenD’s new bestBGP routewould have the sameAS pathasthe
old one. Underthe commonpracticeof nontransitive attribute
filtering, router D would not senda new eBGPadwertisemento its
neighbas. However, if A wereroutingtraffic via AS 2, router D
would needto sendaneBGPupdateo its neighbasuponswitching
egresspoints. Either way, the traffic enteringthe AS at D may
experiencea noticeablechangen performanceproperties.

IMPLICATION 2. Themeasuemern systermeeddo captuelGP
andiBGP routingchanges insidean AS.

MYTH: BGP datafrom a router accuratelyrepresentgouting
changeson thatrouter

Network operatorsoften configuretheir BGP-speakingouters
to limit the scopeof adwertisementsor subnetsof larger address
blocks,in orderto limit the sizeof the BGP routingtables[15]. In
Figure2, router A is anaccessouterthat conrectsto several cus-
tomernetworks that have beenassignedaddresslocks out of the
largerprefix12.1.0.0/16. For example,A may have a staticroute
directingtraffic for 12.1.1.0/24 throughthe accesdink to a spe-
cific customerRouterA doesnotneedto adwertisethe12.1.1.0/24
routeto ary otherroutersinsidethe AS, or to routersin otherdo-
mains; instead, A simply adwertisesreachabilityto the superret
12.1.0.0/16. Even a BGP feed collecteddirectly from router A



would not reveal the existenceof the 12.1.1.0/24 subnetor ary
changesin the reachabilityof this subnet.For example,following
afailure of the customers accesdink, theforwardingpathof traf-
fic destinedo addresses 12.1.1.0/24 would terminateat A. Yet,

theBGPmonitoringsystemwould not obsene ary routingchange.

d BGP data
12.1.1.0/24 \ collection

112.1.0.0/16
14

Figure2: Subnet 12.1.1.0/24at router A is not visible in BGP

In additionto the examplein Figure 2, other prefixes may be
invisible dueto the BGP export policiesappliedon the monitoring
sessionFor example,anAS mayexportcustomeilearnedroutesto
a public monitoring systembut not the routeslearnedfrom private
peers;oftenthe exact detailsof which routesan AS exportsto the
RouteMews andRIPENCC monitorsareunknown.

IMPLICATION 3. The measuement systemneedsto know all
routesthe router knows, evenif they are not normally visible in
eBGP

2.2 Misleading BGP Changes

Recentstudieq9, 10, 11] proposetechniqus for analyzingpat-
ternsin the BGP updatesrom multiple vantagepointsto infer the
locationand causeof routing changes. The algorithmsclusterthe
databy time, prefix,andAS pathto discorer commonexplandions
for a setof BGP updates. The accurag of thesetechnigles de-
pend onthe completenssof theinput data.In this subsectiopwe
discusshow partial BGP datacanleadto incorrectdiagnosisof a
routingchange.

MYTH:TheAS resporsiblefor aBGProutingchangeappearsn
theold or thenew AS path[9, 10, 11].

The inferencealgorithmsbuild on the assumgion that the AS
resporsible for a routing changeappeas in eitherthe old path,the
new path,or both. However, this may not hold whensomeof the
ASesin the forwarding pathdo not contribute BGP feeds. In the
examplein Figure3, suppsethatthe sidavayslinks betweerthese
ASesare private peeringlinks, where eachAS exports only the
BGProuteslearnedfrom its downstreanmcustomerg16]. All other
links in the systemcorrespod to provider-customerrelationships
whereeachAS exportsits bestroutefor eachprefix. For simplicity,
assumethat eachAS selectsthe BGP route with the shortestAS
path,amongthechoicedearnedrom theneighborsIn Figure3(a),
ASesl, 2, and3 all choosethe paththroughAS 2; in particular AS
1 prefersthe paththroughAS 2 overthelongerpathvia AS 4.

Now, suppaethatAS 11 becomes customerof AS 3, asshavn
in Figure 3(b). In resporseto this evert, AS 3 now selectsthe
new shorterAS paththroughAS 11 andannowncesthenew pathto
AS 2. AS 2 prefersthe new pathover the old paththroughAS 8
andstartsdirectingtraffic via AS 3. This causesAS 2 to withdrawv
the BGP routeit had adertisedearlierto AS 1. Note thatAS 2
doesnot adwertisethe new routeto AS 1 becawseof the export pol-
icy (i.e.,“do notexport aroutelearnedfrom onepeerto another”).
This causesAS 1 to switch to the longer customeilearnedroute
via AS 4, asshavn in Figure3(b). Basedonly on BGP datafrom
ASesl, 4,5, 6, and7, the inferencealgorithmwould only seethe
withdrawal of theBGProutevia AS 2. FromAS 1's vantagepoint,
the AS pathchangedrom“1 289 10"to“1 456 7 10"—ASes3
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Figure 3: AS causingthe routing changeis notin the old or new
AS paths

and11donotappealarywherein eithertheold or new paths.Col-
lecting measuremendatafrom morevantagepointswould reduce
thelikelihood of thesekinds of problems but knowing how mary

vantagepointsaretruly necessarys difficult without full knowl-

edgeof the AS graphandtherouting policies.

IMPLICATION 4. Accuiate troubleshootingf routing changes
mayrequire measuementdatafromead AS.

MYTH: Looking atroutingchangescrosgrefixesresohesam-
biguity abouttheorigins of aroutingchange.

The inferencealgorithmsnarrav down the origin of a routing
change by identifying the commonattributesfor prefixesthatexpe-
riencearoutingchangeclosetogetherin time. In Figure4, suppose
thateachAS hasa “shortestAS path” routing policy. RouterC' in
AS 1 hastwo BGP-learnedoutesto reachdestinationd2 andini-
tially selectsegresspoint A becawse of hot-potatorouting. If the
costof the IGP pathfrom C to A increasedo 11, thenC would
selectegresspoint B to routeto d2. In contrastthe BGProutesfor
d1 andd3 would notchangebecaus@S 1 hasasingleegresspoint
for reachingeachof thesedestinations.
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Figure4: Inter nal routing changeaffecting only destinationsin
AS 4

This hot-potatorouting chang could be misleadingto an ex-
ternalobserer. If AS 4 originatesmultiple destinationsthe BGP
updatestreamfrom C would shav mary routeschangirg AS paths
from “1 2 4” to “1 3 4”. This would suggest that one of the four
ASesisinvolved. By lookingacrosall prefixes,theobsererwould
seethatall destinationriginatedby AS 4 shift at the sametime,
andthoseoriginatedby ASes2 and 3 do not change. This could
leadto theincorrectinferencethat AS 4 (or the link betweenAS 4
andAS 2) is responsiblgor the change.Large hot-potatorouting
changes(suchasreportedin [17]) may alsobe mistalenly associ-
atedwith a BGPsessiomresetin oneof thelinks in the AS path.

IMPLICATION 5. TheASesnvolvedin theroutingchangeshoud
coopeateto pin-pointthereasonfor therouting change.



MYTH: TheBGPsignalingpathis anaccurataepresentationf
the AS-level forwardingpath.

Analysis of changs in the BGP AS pathsdoesnot necessarily
shedlight on the changesin the forwarding path becausehe two
pathsdo notnecessarilynatch[2]. For examgde, routeaggreyation
may resultin a BGP AS paththat doesnot include the AS(es)at
theendof theforwardingpath.In addition,theiBGP configuration
insidean AS may leadto paclet defletions whereonerouterfor-
wardsa pacletto anotter routerthathasa differentAS pathfor the
sameprefix[18]. Thesedeflectionamayin factbetheroot causeof
aroutinganomaly makingit importantto have anaccuratesiew of
the realforwarding path. Finally, configurationmistales (whether
accidertal or intentional)canleadto anincorrectBGP AS path.
For example, an operatormay configue a routerto perform AS
prepending (the comma practiceof addingartificial hopsin the
BGP AS path)with thewrong AS number This canleadto a BGP
AS path that bearslittle resemblanceo the actual AS-level for-
warding path. Thesemismatchedetweenthe two pathscanlead
to faulty conclusias. For example,realchangesn the forwarding
pathmight not be visible asBGP routing changesandvice versa.
Fortunately eachAS hasenoughinternalinformationto know the
next-hopAS in the AS-level forwardingpath.

IMPLICATION 6. Troubleshootingf routing changes needsto
propagate hop-byhopalongthe AS-level forwarding path.

Theaccurag of identifying theroot causeof routingchangs us-
ing public BGPdatadepend onhow oftenthesemythsareviolated
andhow muchcoverageis needto getaccurateaesults.Validating
thesehypothess requiresfurther researchusing exactly the AS-
level measurematsthatwe proposen the next section.

3. PIN-POINTING ROUTING CHANGES

We draw on the insightslearnedfrom the previous sectionto
sketcha distributedtroublesheting service. Implications1 and3
imply thatwe needa bettersourceof datathatrepresentshe AS-
level BGProutingdecisiongan“AS-level forwardingtable”, if you
will), andImplication2 suggestshatwe alsoneedto keeptrack of
internal changs. In this section,we proposethat eachAS have
an Omni sener that constructsa comprelensive view of its part
of the routing system. Implications4 and5 imply the needfor
cooperationof the ASesinvolved in a routing change Thus, the
Omniin oneAS may needto contactOmni senersin otherASes.
Implication 6 suggestghatthe queryresolutionshouldfollow the
forwarding path; hencethe Omni may launcha queryto the next
AS in the old or new forwarding path to the destination. After
describinghow theOmnisenerconstrugsthe AS-level forwarding
tableandmaintainghelocal routingstateof the AS, we discusghe
hop-by-hoppropagtionof queries We endthis sectiorwith abrief
discussiorof directionsfor futureresearch.

3.1 AS-level Forwarding Table

Wedefinean“AS-level forwardingtable” asamappingfrom pre-
fixesto egresssets wherean egresssetis the setof outgoinglinks
thatthe borderroutersin the AS useto reachthe prefix. The Omni
needgo build an AS-level forwardingtableto: (i) identify routing
changesat the edgeof the AS and (ii) determinewhich neighba-
ing ASesto queryaboutroutingchangscausedy externalevents.
For example,in Figure 1, the Omni for AS 1 would computethe
egressset{(A4, AS 2), (B, AS 3)} for destinationd prior to the

! ThenameOmniis meantto capturethe factthatthe sener is om-
niscientaboutthe routing statein thedomain

failure of thelink to AS 2. After thefailure,the setwould change
to {(A,AS 3),(B,AS 3)}. Insteadof keepingall BGP update
messageghe Omni only maintainsa log of changedo the egress
set. For example,the Omni would not needto retaininformation

aboutBGPupdateghatchangea dowvnstreamAS in the AS pathor

otherrouteattributes.

To computeegresssetchanges, the Omni collectsiBGP updaes
from all border routers’. Then,theOmnigatherghebestroutesfor
eachborderrouterto determinethe egresssetfor eachdestination
prefix. The AS-level forwardingtableincludesall prefixesknown
at therouter, in orderto avoid the kinds of problemsdepictedin
Figure2. Thisis accomplishd by configuringtheiBGP sessiorto
the Omni sener to inject all routesthata routerlearns,including
staticroutes(which might not normally beinjectedin to BGP)and
subnetghatwould normally have limited scope

The Omni canthen do an on-line pre-pro@ssingof this more
completeBGP updatestreamso compue the egresssetfor each
prefix andstorechangesto this setwith a timestamp.This dataset
representthe AS-level view of externalroutingchargesandcould
concevably sene as an improved feed to public BGP reposito-
riessuchasRoute\Miews or RIPE-NCC.Currently RouteMews and
RIPE-NCCreceive aneBGPupdatestreanfrom anindividualrouter
in the AS. Today theseeBGPstreamsexclude prefixesthatarenot
injectedinto BGPR In addition,thereis no differentiationbetween
internally and externally learnedroutes,and no informationabout
routingchargesthataresubjectto non-transitve attributefiltering.

3.2 ldentifying Local Routing Changes

TheOmniseneralsoneeddo keeptrackof localroutingstate—
theegressointselectedy eachrouterfor eachprefix, theforward-
ing paththroughthe AS, and the routing changs causedby this
AS. We definea subpathasthe part of the forwarding pathfrom
theingressrouterto the outgoirg edgelink conneting to the next
AS. The Omni is resporsible for determiningwhethera subpath
haschangd (local effec) andwhetherthe AS wasresponsibldor
this changeg(local causg.

Upondetectinga performancer reachabilityproblem thesource
asksits local Omni if a routing chang hasoccurred In particu-
lar, the sources asksthe Omni if ingressrouter: hadary routing
change to destinationaddress? aroundtime ¢t. The Omni deter
minesif the subpathfor (i, d) changdandwhetherthe causewas
local or not, usingthedecisiontreepresentedh Figure5. First,the
Omni searchegor a changein the egresssetfor d closeto time ¢.
Upondetectinganegress-sethangethe Omni determineshatthe
routing chang hadlocal causeif therewaseithera policy change
or anedge change (i.e., aneBGPsessiorfailure or a chang for a
subnetnot normally injectedin BGP) consistentwith the routing
change. Otherwisetheroutingchangehasanexternalcauself the
egresssetfor d hasnot changedthe Omni determinesvhetherthe
subpathfrom ¢ to d haschargedby examiningbothiBGP andIGP
routinginformationfor local causes.

Thedecisiontreedepemisonthekinds of measuremerdatathat
areroutinely collectedfor network managemetrpurpose:

e Policy changes:TheOmniextractsthe AS’s policiesfrom snap-
shotsof the routers configurationstateevery time thereis a
changeln practice changs occurinfrequently

o BGP sessiorstatus: Thestatusof BGPsessionganbeobtained

2Routersdo not needto forward routeslearnedvia iBGP, since
the Omni learnstheseroutesdirectly. Thatis, the Omni should
be configuedasaniBGP “peer” of eachborderrouter ratherthan
a route-reflectorclient. This substantiallyreducesthe numbe of
BGPupdategeceired by the Omni.



Was there a subpath change?
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Figure 5: Omni decisiontreefor classifyingchangesin a sub-
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Figure 6: Collection of Omni sewers diagnosing a routing
change

by eitherSNMP dataor the vendor-specific“syslog” Thestatus
of iBGP sessionss usedto determinethe propagatiornof BGP
routesinsidetheAS, whereaghestatusof eBGPsessionss used
to identify “edge” changes.

e IGP changes: An IGP routing monitor [19] can continuotsly
track the topology (routersand links) and the IGP parameters
(suchaslink weights). This enablesthe Omni to learn about
changs in the forwarding pathsbetweenpairsof routersinside
the AS, aswell asthe IGP path coststhat influencethe BGP-
level routing decisions The Omniignoresmessagesuchasre-
freshandduplicatel GP messagg, thatdo notindicatea routing
change

The Omni can usethe egresssets,iBGP sessionstatus,and IGP
datato computethe subpathfor eachingressrouteranddestination
prefix, usingthe modelpresentedn [20, 21].

3.3 Inter-AS Coordination

Imaginethat sources in Figure 6 is commuricating with des-
tination d whenthe link betweenASes3 and 4 fails. Sources
ask$ Omni 1 if theingressrouteri hadary routingchange to des-
tination d aroundtime ¢. Following the decisiontreein Figure5,
Omni 1 determineghat the egresssetchangedbecausehe BGP
route through AS 3 was withdravn. Recognizingthat the local
routing chang hadan externalcause,Omni 1 queriesOmni 3 for
thereasorof router;’s changeo destinationd atthetimeit learned
of theegresssetchange Omni 3 usedts own datato determineghat
thefailure of theeBGPsessiorto AS 4 causedherouting change,
andrespondgo Omni 1, whichin turn responddo s.

The Omni decideshow to respondto a queryby identifying (i)
whetherthe subpathchangs (local effec) and(ii) whetherthe AS
is responsibldor the changglocal causg:

e Local effectsand local cause: Whenthe AS is responsibldor

3Forinstance)SPscould provide a Webinterfacefor customergo
initiate troubleshootingequests.

theroutingcharge,the Omnirespond directly to thequerywith
anexplanation

e Local effectsand non-localcause:Whenthelocalroutingchange
hasan externalcausethe Omni examinesthe egress-sethange
to determinewhich neighloring ASesto query—theneightor in
theold subpaththe new subpathor both. In the earlierexample
in Figure 3 in Section2.2, the Omniin AS 1 would querythe
Omni AS 2 (alongthe old path, which hasdisappeged) which
would, in turn, querythe Omniin AS 3 which could explain the
routingchange.

e No local effects: If the Omniobsenesno local routing chang,
thenthe changemusthave an externalcause.The Omni simply
directsthe queryto the next AS in the forwarding path; since
thelocal subpathhasnot changed, boththe“old” andthe “new”
neighba ASesarethesame.

If the queryreacheshe AS responsibldor the destinationlP ad-
dresstheOmnifor thatAS couldoptionallyinitiate areversequery
toward s to determinewhethera routing changeoccurredon the
pathfromd to s.

In [4], Bennettdescribes scenaridfor automaticnetwork error
correctionthatresembleshebehaior describedere.UsingIPMP,
auseridentifiesthe lastworking AS in the forwardingpathandis-
suesatroublereportto thatAS. In this scenariothe responsibility
of diagnasing the problemfalls to the AS wherethe effect of the
problemis obsenred, not the one that causedhe routing change.
This AS doesnot necessariljhave enoudh informationto diagnose
the problem. In our approach queriesare propagtedvia Omni
senersin the ASesalongthe forwarding path,ratherthanthrough
the forwarding-planeitself. Our apprach avoids the expenseof
placing new functiorality in the forwarding planeand allows the
queriesto accessa wider rangeof information aboutthe old and
new forwardingpathsto pin-poirt thelocationandcauseof arout-
ing change.

3.4 Challengesfor Distrib uted Diagnosis

Ourtroubleshoting schemeaaisesseveralimportantpracticalis-
suesthatwarrantfurtherdiscussiorandinvestigation:

Reachability of Omni servers: We ervision thateachendhost
would know the nameor IP addresof the Omni senersin its own
domain,andthat eachOmni sener would know the IP addressg
of the Omnisin neighbaing ASes;we do not exped that this in-
formationwould needto chang often. For simplicity, the border
routersin one AS could be configuredwith staticroutesto direct
paclets sentto anOmnivia theedgelinks connesting to the neigh-
boring AS. We ervision thatan AS would have multiple Omnisin
differentlocationsto reducethelik elihoodthatthevery failurethat
causesa routing problemfor enduserscompramisesaccesgo the
troublesheting service.

Scalability of Omni servers: An Omni could be overwhelmed
by attacktraffic or even legitimate queries. An AS can install
paclet filters on its edgelinks that discardall paclets destinedto
the Omni that do not have a sourceaddresscorresponihg to an
Omniin theneightoring domain.To preventexcessie queriesthe
edgelinks could imposea ratelimit on traffic from eachsender
In somecasesa high queryratemay be indicative of a legitimate
routing problemaffecting multiple users.An Omni could coalesce
relatedqueriesor returncachedresultswithout contactingthe next
AS in thepath. In fact, thelarge numkter of (related)queriesmight
provide valuablehints aboutthe scopeof arouting problem.

Time interval of arouting change: Theinitiator of aquerycan
provide atime interval whena routing changemay have occurred.
An Omni alongthe query pathmay refinethe time interval based



on its own measuremerdata. The measurementsiay reveal that
multiple routing changesoccu closetogetherin time (e.g.,during
BGP pathexplorationduring delayedcorvergence[22]). We envi-
sion thatthe Omni would answerqueriesaboutchangesrom one
stablerouteto another ratherthanreportingthe short-lived routes
duringthetransition.The Omnialsoneed<go keeptrackof prefixes
with routesthatflap continwouslyto respor to queriesabout these
destinations.

Incentives for ASesto participate: Our troubleshoting ser
vice depend on the participationof mary, if not all, of the ASes
in the coreof thelnternet. The cooperatiorof stubASeswould be
valuable, too, to diagnaserouting problemsoriginatinginsidethese
networks. We believe ISPswould wantto provide a troubleshot-
ing serviceto their customersaspartof a service-leel agreement
(SLA). TheselSPswould needto have similar arrangemets with
their peersandupstreanprovidersto ensureaccountalbity for net-
work disruptions. In fact, a collection of ASes(e.g.,run by one
company or consortium)could provide an SLA only for IP traf-
fic that stayswithin the group of ASes,allowing for a partial de-
ploymentof Omnis. In a competitive ervironment,separatenech-
anismsare necessaryo prevent ASesfrom providing inaccurate
resporsesto queries. An AS could useits own BGP updde data
to validatethe responss sentby a neighba’s Omni. More genef
ally, third partiescouldusetracerouteor BGPupdatedatato detect
persistentlysuspiciougesponses.

4. CONCLUSIONS

Identifying the locationand causeof routing changess crucial
for troubleshoting performane andreachablity problems. Cur-
rently available measuremendata, suchas tracerouteprobesand
public BGP updatefeeds,are not sufiicient. Instead,we believe
thatthe infrastructureshouldhave directsuppat for the diagnosis
of routing problems.We amguethateachAS shoud have an Omni
senerthatconstructs network-wideview of its partof thelnternet
routing systemandanswergandforwards)queriesabou possible
routing changes. The Omni could alsostoreinformationabout the
MTU sizeandpacletfilter for eachlink to diagnseotherkinds of
reachalblity problems.In addition,with traffic measurerantsfrom
theedgelinks, theOmnisener coulddetectshiftsin incomingtraf-
fic andquerythe precedng domainaboutthe change.

Although our solutiondoesnot rely on specialsupport from the
network, extensiongo therouterssuchaspropcsedin IPMP would
malke theproblemeasietto solve. Ideally, eachrouterwould have a
specialmonitoringsessionthatprovidesaview of all of theroutesit
learns(includingalternateBGProutesaswell asroutesnotinjected
into BGP), the dynamic statusof its routing protocd adjacewies
(e.g.,for OSPFadjacenciesndBGP sessions)andanexplandion
for local routing change (e.g.,local policy charge, withdraval of
bestroute by a neighlor, etc.). More generally we believe that
extendirg therouting protocolsto revealthe underlyirg reasorfor
arouting changes a promisingavenuefor future work.
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