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Abstract

At iGrid 2005 we demonstrated the transparent operation of a biology experiment on a test-bed of globally distributed visualization, storage,
computational, and network resources. These resources were bundled into a unified platform by utilizing dynamic lambda allocation, high band-
width protocols for optical networks, a Distributed Virtual Computer (DVC) [N. Taesombut, A. Chien, Distributed Virtual Computer (DVC):
Simplifying the development of high performance grid applications, in: Proceedings of the Workshop on Grids and Advanced Networks, GAN
04, Chicago, IL, April 2004 (held in conjunction with the IEEE Cluster Computing and the Grid (CCGrid2004) Conference)], and applications
running over the Scalable Adaptive Graphics Environment (SAGE) [L. Renambot, A. Rao, R. Singh, B. Jeong, N. Krishnaprasad, V. Vishwanath,
V. Chandrasekhar, N. Schwarz, A. Spale, C. Zhang, G. Goldman, J. Leigh, A. Johnson, SAGE: The Scalable Adaptive Graphics Environment,
in: Proceedings of WACE 2004, 23–24 September 2004, Nice, France, 2004]. Using these layered technologies we ran a multi-scale correlated
microscopy experiment [M.E. Maryann, T.J. Deerinck, N. Yamada, E. Bushong, H. Ellisman Mark, Correlated 3D light and electron microscopy:
Use of high voltage electron microscopy and electron tomography for imaging large biological structures, Journal of Histotechnology 23 (3) (2000)
261–270], where biologists imaged samples with scales ranging from 20X to 5000X in progressively increasing magnification. This allows the sci-
entists to zoom in from entire complex systems such as a rat cerebellum to individual spiny dendrites. The images used spanned multiple modalities
of imaging and specimen preparation, thus providing context at every level and allowing the scientists to better understand the biological structures.
This demonstration attempts to define an infrastructure based on OptIPuter components which would aid the development and design of collabo-
rative scientific experiments, applications and test-beds and allow the biologists to effectively use the high resolution real estate of tiled displays.
c© 2006 Published by Elsevier B.V.
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1. Introduction

1.1. The challenge

Researchers interested in assessing brain tissue at multiple
resolutions are faced with a well-known problem when
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traversing scales: as investigations increase in resolution they
typically decrease in scope. This gap between dimensional
scales makes it difficult to understand how higher order
structures are constructed from finer building blocks. A
particular challenge for the nervous system is the need to bridge
the dimensional range of 100s of microns to nanometers. This
range is called “mesoscale” and encompasses cellular networks,
dendritic and axonal architectures, synaptic connectivity and
macromolecular constituents. These structures represent the
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heart of information processing in the nervous system and are
central to our understanding of the brain.

The mesoscale gap arises in part from the requirement
to use multiple imaging technologies to examine a specimen
across scales. Each technology requires different expertise,
specimen preparation techniques and contrast mechanisms,
and also requires a severe reduction in the amount of tissue.
For example, if the pipeline begins with an entire brain, the
end results in one small block of tissue, <0.5 mm3. These
requirements make it difficult for individual researchers to
bridge scales, both because single researchers may not be
familiar with a given technology and because there is significant
loss of context as the scope decreases with increasing resolution
of imaging technologies. Bridging techniques such as multi-
photon microscopy and electron tomography, correlated
microscopy is a key methodology for acquiring the necessary
multi-scale data in order to fill in the resolution gaps between
gross structural imaging and protein structure: data which is
central to bridging the mesoscale gap and to the elucidation of
the nervous system [20].

At iGrid 2005 we demonstrated the integration of high-
resolution tiled displays, Telescience [8,15], HDTV video
streams, OptIPuter [7] system software and computational
resources such as graphics clusters to extend the capabilities
of bioscience instrumentation and informatics. Our purpose
was to demonstrate how this integration enables researchers to
bring multiple views of a specimen together at the same time
without sacrificing resolution or context. This was done along
with HDTV video streams from remote instruments and from
collaborators at other sites. The experiment brought together
multiple views of very large biological datasets acquired using
multiple microscopes and multiple visualization modalities.
Researchers could collaboratively view 2D scenes and 3D
and 4D subsections of a scene while comparing them to
dozens of possible contexts and matching these to live HDTV
video output of an UHVEM (Ultra-High Voltage Electron
Microscope). We are hopeful that this will ultimately result
in the ability to actively guide the examination of a specimen
collaboratively while remotely controlling rare instruments
such as the 3 MeV UHVEM in Osaka Japan. It will provide
contextual reference for the specimen under investigation,
which is otherwise lost due to the use of multiple microscopies
and differences in scale and resolution.

1.2. OptIPuter

The OptIPuter [5] is a National Science Foundation project
that aims at developing an advanced distributed computing
infrastructure for collaborative data exploration in the fields
of Neuroscience and Geosciences. Computer scientists at
the University of Illinois at Chicago and the University of
California, San Diego are jointly working with the Biomedical
Informatics Research Network, US Geological Survey’s Earth
Resource Observation System and the Scripps Institute of
Oceanography for this project. For visualizing large geological
or biomedical datasets one typically requires cluster driven tiled
displays such as the one shown in Fig. 1. Remote datasets
spanning over multiple terabytes are accessed and visualized
on the high-resolution displays. The network bandwidth
requirements for browsing these data stores or pushing the
rendered pixels to remote tiled displays are in the range of
several tens of gigabits per second.

In the past with traditional display and networking
technologies, it has been virtually impossible to conduct
experiments allowing correlation of multi-modality data from
various sources and live instruments at a site. A typical
HDTV video stream from a microscope requires 1 Gbps
of bandwidth for streaming at 30 frames per second to a
remote site. A montage dataset created by a light microscope
spans multiple gigabytes and has typical pixel dimensions of
several tens of thousands of pixels. Real-time control of remote
instruments requires dedicated networks with guarantees on
the quality of service to allow accurate control with minimal
latency. The OptIPuter provides an effective framework
for bringing together remote instrumentation, storage and
computational resources over high-bandwidth optical networks
to improve the speed and accuracy of scientific collaboration
and experimentation.

1.3. Layers in the OptIPuter

The OptIPuter framework is classified into layers or software
abstractions. The actual applications used by scientists are
supported by several underlying layers which manage the
distributed resources. These components are described in the
following paragraphs.

1.3.1. Lightpath provisioning using Photonic Inter-domain
Negotiator (PIN)

A key feature of the OptIPuter architecture is the
provisioning of dedicated lambdas between remote resources
using optical switches. An application wishing to allocate a
lightpath between two end points contacts its local PIN [16]
service, which dispatches generic lightpath signaling messages
to neighboring PINs until the final destination is reached. Each
PIN translates the generic lightpath signaling message into a
native photonic signaling message that is understood by the
local intra-domain lightpath signaling facility. This facility
then signals the photonic switch to make adjustments to its
internal MEMS (Micro-Electro-Mechanical Systems) switches
to establish a connection.

1.3.2. Distributed Virtual Computer (DVC)
The DVC [3] enables simple application construction

and high-performance execution by dynamically allocating
globally distributed resources into a single virtual computer.
It provides a set of abstractions that shield applications
from the complexities of underlying software and hardware
infrastructures, integrating them in a way to enable a
simple resource use and performance models. Specifically,
applications describe and acquire a set of distributed resources
and dynamically configured optical networks through a
scheduling agent, which transparently realizes their needs.
The allocated resources are bound into a single domain and
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transparently managed by the middleware for security, high-
performance, reliable communication and other forms of agreed
service quality. The applications make use of these resources
as a private resource context, using them to achieve good
performance and reliable execution.

1.3.3. LambdaRAM
LambdaRAM [14] (Optically Connected Memory Cache) is

a middleware designed to address long-haul latency in optical
networks. LambdaRAM is a tool that aggregates pools of
memory in clusters of gigabit-connected computers to provide
a massive data cache. This minimizes access latency when
data-intensive applications need to fetch data from distantly
located data stores. It utilizes available network bandwidth
to aggressively pre-fetch data before an application needs it.
Applications accessing LambdaRAM see the distributed cache
as a contiguous memory image. LambdaRAM is currently used
in JuxtaView and TeraScope [6] (EVL’s visual data mining
software) to provide data correlation algorithms with fast access
to distributed database tables.

1.3.4. LambdaStream
LambdaStream [12] is a transport protocol designed

specifically to support gigabit-level streaming, which is
required by streaming applications over OptIPuter. The
protocol takes advantage of characteristics in photonic
networks. It adapts the sending rate to dynamic network
conditions while maintaining a constant sending rate whenever
possible. One advantage of this scheme is that the protocol
avoids deliberately provoking packet loss when probing
for available bandwidth, a common strategy used by other
congestion control schemes. Another advantage is that it
significantly decreases fluctuations in the sending rate. As a
result, streaming applications experience small jitter and react
smoothly to congestion.

1.3.5. Group Transport Protocol (GTP)
The Group Transport Protocol (GTP) [4] is a high-

performance data transport protocol, targeting efficient and fair
sharing of source and sink capacities among active connections
in high-speed long-distance network environments. GTP
features distributed end-node based max–min fair rate
allocation across multiple flows to avoid network resource
contention at end systems and to support multipoint-to-point
and multipoint-to-multipoint data movement. Experiments
show that GTP performs as well as other UDP based aggressive
transport protocols for single flows, and when converging
flows (from multiple senders to one or multiple receivers)
are introduced, GTP achieves both high throughput and much
lower loss rates than others [19].

1.3.6. Scalable Adaptive Graphics Environment (SAGE)
The majority of the data visualization and collaboration

problems in OptIPuter are being solved with SAGE [1].
SAGE, shown running on a tiled display in Fig. 1, provides a
“window manager” and a dynamic pixel routing infrastructure
for cluster driven tiled displays to allow several remote sources
Fig. 1. Biologists use a SAGE display for visualizing multiple datasets while
collaborating with remote sites using HDTV video streams.

Fig. 2. A typical scientific visualization pipeline is made up of Storage →

Computation → Visualization → Display.

to simultaneously display their frame buffers on the tiled
display. Thus it treats the entire tiled display as one large
seamless desktop spreading over potentially unlimited pixels.
Users can interact with the “windows” of a remote rendering
machine and move or resize them on this desktop using intuitive
user interfaces.

1.3.7. Application layer
The applications make use of all the underlying layers

for allocating resources for achieving high-performance. The
applications can run on individual machines or clusters,
remotely or locally. JuxtaView [9], TeraVision [2], Magic
Carpet [11], Vol-a-Tile [10] and HD movie streaming are some
of the applications designed to run over the OptIPuter. As
shown in Fig. 2, the typical scientific visualization pipeline
consists of four stages. SAGE takes care of the display stage.
LambdaRAM helps with computation and storage. GTP and
LambdaStream bridge the various stages efficiently.

2. Microscopy experiments over OptIPuter

The OptIPuter model enables biologists to improve the speed
and throughput of data production in correlated microscopy
experiments, by providing infrastructure to allow existing data
to be used for steering and/or refining real-time data acquisition.
Tile displays running SAGE provide the screen real-estate
necessary to simultaneously view very large datasets, from
multiple imaging modalities (2D mosaics, 3D volumes, 4D
time-series volumes, streaming media) adjacent to each other,
while preserving resolution. The ability of the integrated
OptIPuter model to manage dedicated links between remote
resources allows these datasets to be sourced from remote
resources including live instrument feeds. It is now possible to
monitor and soon even guide a remote microscope experiment
scanning cell structures while simultaneously referencing
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Fig. 3. The various OptIPuter components required for running a distributed multi-scale correlated microscopy experiment.
multiple pre-collected datasets of varying modalities and
magnification.

As demonstrated at iGrid06, this model is extremely
useful for improving the remote electron microscopic (EM)
tomography component of correlated microscopy experiments.
In the latter, EM tomography data is acquired and registered
within a wide-field scene previously acquired of the same
sample via light microscopy (LM). The goal is to produce a
multi-scale geometric model that provides detailed information
within a wide-field context. This process is anything
but straightforward. Samples that produce high contrast
information in the light microscope are often lacking in
contrast in the electron microscope, especially at the specimen
thicknesses required for tomography. The structures of interest
are also often difficult to distinguish at the EM level as detail
will be visible that was otherwise obscured or impossible
to resolve with the LM. The process to section and prepare
the sample for EM can also further complicate the ability to
keep track of single regions of interest (ROI) within fields
of similarly labeled structures. As such, remote researchers
often spend a tremendous amount of time scanning the sample,
looking for these specific ROIs, in a process akin to searching
for a needle in a haystack by looking through a soda straw.
Under the OptIPuter model, many instances of data acquired
in the life cycle of the sample can be presented to the user at the
time of EM data acquisition to help with specimen navigation.
Since the EM itself is a radiation source that is damaging the
sample even as it is being imaged, there is a great advantage in
accelerating this process. The ability of these data to inform this
process is greatly amplified by the ability to present that data
at or near native resolution without down-sampling. Also, the
ability to stream HDTV video from the instrument and between
participating collaborators with low latency further enhances
the quality of the remote experiment and control.

A typical “small” microscopy dataset is approximately
20,000 by 20,000 pixels in size and spans multiple
gigabytes and multiple files. Large datasets can span multiple
terabytes of disk space. Applications such as JuxtaView [9]
running over distributed shared memory middleware such
as LambdaRAM allow intelligent access to these remote
datasets with pre-fetching and caching capabilities. This most
ostensibly enhances the user experience for browsing the
datasets. LambdaStream and GTP provide efficient transport
mechanisms at the lower layers of the middleware for streaming
data between clusters. Future versions of these protocols
aim to guarantee network performance parameters, viz. jitter
and bandwidth, which are critical for remote-controlling
instruments. DVC binds together all these layers by providing
an efficient and secure resource allocation model for distributed
OptIPuter resources.

Fig. 3 shows a diagrammatic representation of an OptIPuter
setup for a distributed microscopy experiment.

3. iGrid demonstration

At iGrid we employed the various components of the
OptIPuter model for successfully conducting a distributed
multi-scale microscopy experiment. We used the 55-panel,
dual-Opteron driven tiled display at the Calit2 [13] (California
Institute for Telecommunications and Information Technology)
building at the University of California, San Diego. The
collective resolution of the display is 100 megapixels (17,600
× 6000 pixels). The display can potentially sink 30 Gbps of
video and data streams coming over the CAVEWave optical
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Fig. 4. A LambdaCam [17] snapshot of the 100 megapixel tiled display at iGrid 2005 shows SAGE receiving video outputs from a remote microscope, an HDTV
camera and a pre-recorded streamed video from Osaka, Japan. The picture also shows JuxtaView [9] showing datasets collected from a light microscope and an
electron microscope. The tiled display was viewable over the web in real-time using the LambdaCam utility. The collective network bandwidth of all the applications,
as reported by SAGE, was >4 Gbps.
network thus making it ideal for our correlated microscopy
demonstration. We also used the 20-tile, 40 megapixel,
dual-Opteron cluster at NCMIR for simulating a remote
collaboration room. As seen in Fig. 4 multiple instances
of JuxtaView [9] displayed montage and Cell EM datasets
stored remotely on clusters at the Electronic Visualization
Laboratory, Chicago and SARA, Amsterdam. Pre-recorded
HD movies of cell division were also streamed from SARA.
The datasets spanned several gigabytes and were accessed
at interactive speeds as users zoomed/panned though them.
JuxtaView employs LambdaRAM [14] as a middleware for
distributing and intelligently fetching datasets from several
remote machines. The largest dataset used was 17,000 ×

17,000 pixels in size and spanned across 2 GB of disk files.
There was also an instance of Vol-a-Tile rendering a computed
tomography dataset stored locally.

The video output of a light microscope at the National
Center for Microscopy and Imaging Research (NCMIR) was
fed to a TeraVision [2] box. The 1024 × 1024 video was then
streamed to the SAGE display using TCP at 20 fps generating
500 Mbps of network traffic through the TeraVision box.
The audience at the conference could witness the microscope
scanning a biological sample in real-time. The montage datasets
shown by JuxtaView were the final output of the scanned
images.

Pre-recorded video of an experiment on the Hitachi H-3000
UHVEM microscope at Osaka University, Japan was streamed
using KDDI Lab’s JPEG2000 HDTV encoder [18]. The codec
allows for real-time streaming of compressed HDTV video
using specialized hardware and provides exceptionally low
latency which is key for remote instrumentation control. The
rate of the network streams can be controlled based on the
quality of video desired. The output of the codec at the iGrid
end was fed to a TeraVision box for the purpose of putting it up
on the SAGE display.

An HDTV camera and a TeraVision box in a conference
room at NCMIR transmitted uncompressed video at 1920 ×

1080 at 20 fps (1 Gbps). The audience could see scientists at
NCMIR manipulating datasets on their 5 × 4 tiled display. The
goal is to allow scientific groups to be able to video-conference
and share experimental results easily to enhance collaborative
analysis. The collective bandwidth of all applications, as
reported by SAGE, was greater than 4 Gbps.

Juxtaposition of collaborative tools such as HDTV
video streaming alongside real-time instrument feeds and
collaborative visualization of multi-scale, multi-modality
datasets provides a dynamic context which directly helps
active investigation of specimens and data analysis. We are
certain that this approach will not only enhance collaboration
amongst researchers throughout scientific workflows but also
serve to increase the effectiveness and efficiency of correlated
microscopy.

4. Conclusion and future work

In the past with traditional display and networking
technologies, it has been virtually impossible to conduct
collaborative microscopy experiments allowing correlation
of multi-scale, multi-modal datasets and outputs of remote
instruments. Such an experimental setup would help alleviate



R. Singh et al. / Future Generation Computer Systems 22 (2006) 1032–1039 1037
the mesoscale gap problem. We successfully conducted such
an experiment at iGrid 2005 where video from remote
microscopes, remote HDTV cameras, renderings of volumes
(3D) and image (2D) datasets from local and remote data stores
were all brought together on a SAGE display. The OptIPuter
model presents an efficient and data friendly framework to
allow biologists to conduct a variety of experiments in a shared
virtual space. The high bandwidth networks and high resolution
tiled displays meet the demanding requirements of remote
instrumentation and the sheer number of pixels needed for
experiments such as correlated microscopy.

For future work we would like to integrate the currently
separate remote instrumentation control, within the OptIPuter
environment. We also would like to integrate live instrument
feeds more closely with cell structure databases to allow
for automatic detection of biological structures during an
experiment. Tools to help the scientists guide live experiments
based on references extracted from pre-recorded datasets is also
a priority for us. Work is currently underway to build user-
interface devices to allow biologists to modify or annotate the
datasets and save them back into data stores.
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for the National Institutes of Health, creating the Biomedical Informatics
Research Network (BIRN), linking researchers at nearly 40 universities in
the US and Europe. BIRN provides cyberinfrastructure for collaboration and
cooperative work related to neurodegenerative disorders and is regarded by
many as the most advanced large-scale cyberinfrastructure project currently
serving a large and geographically distributed scientific community.
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