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1 Project description

The Internet architecture was developed to support a number of key goals. Security was not among them.
Indeed, in David Clark’s classic paper, “The Design Philosophy of the DARPA Internet Protocols,” the word
security is not used once. By any accounting, security mechanisms have been added to the Internet in a
fashion both post hoc and ad hoc, with minimal accommodations from the surrounding communications
framework. Inevitably, these mechanisms have provided only an approximation to the security properties
motivating their creation and have frequently conflicted with the existing network architecture in which they
operate. The network firewall represents a classic example of this tension. A firewall is expected to help
enforce an access control policy on traffic traversing its links and yet is unable to make any strong statements
about the sender of a piece of traffic or the import of the content it contains. Moreover, in enforcing crude
controls, firewalls routinely violate the end-to-end properties of protocols that traverse them.

We contend that many of these problems result from a mismatch between the level of abstraction pro-
vided by today’s network architecture and the level necessary to describe real security properties. Real-world
security policies are invariably about “who” and “what,” while the Internet’s architecture answers “where”
and “how.” For example, Internet addresses describe topological endpoints that are inherently virtual. Due
to hot spots, spoofing, route hijacking, etc., an IP address in a packet may have only a transient relationship
with the physical machine that sent it. Thus, an IP address has poor value for implementing either access
control or accountability. Similarly, in the Internet architecture packet data is opaque and untyped by design.
Thus, Internet datagrams carrying the proprietary source code of Cisco Systems are in no way distinguished
from those carrying advertising for McDonalds. A security manager seeking to defend against data exfiltra-
tion must choose between extreme measures (e.g., an air gap) and half-measures (e.g., scanning for strings
in network traffic).

We argue that a next-generation Internet architecture could bridge this gap by making the provenance
of data a first-class design goal. However, it should be self-evident that the network alone cannot provide
such a capability since data is created and manipulated on end-hosts. Hence, this proposal explores the
architectural requirements and ramifications of both network and end-host support for data attribution and
provenance. We are particularly interested in an architecture that addresses dual problems of infiltration and
exfiltration: keeping unwanted traffic out and keeping sensitive data in. We propose mechanisms to both
preserve data provenance as it traverses network routers and end hosts, and to make intelligent decisions
within the network based upon the data’s origin.

Our approach is based upon a mechanism for accurate, robust, and tamper-proof packet attribution
that—critically—preserves appropriate levels of host and user privacy. Balancing privacy, identity and ac-
countability requires a fundamental redesign of the Internet architecture: in particular, we propose that every
packet be self-identifying. The contents of every packet, including this identifying information, is indepen-
dently verifiable and non-repudiatable; every router or host is able to verify that any given packet is both
attributable and unmodified. The confidentiality of possibly private information, however, including details
concerning the packet’s origin or route through the network, is preserved unless an appropriate third party
is engaged (e.g., law enforcement agencies).

With privacy-preserving, per-packet attribution as a basic primitive, the next generation Internet would
have the needed level of accountability to defend against denial-of-service attacks, botnets, and other forms
of malware. The threat of accurate forensic analysis and legally enforceable liability provides a level of
deterrence unimaginable in today’s Internet. Furthermore, the inherent immutability of attributable packets
significantly enhances the power and scope of the Internet defense arsenal: it becomes straightforward
to effectively cordon off various networks and regions of the network, blocking unwelcome traffic from
specified hosts and regions of the network.

Additionally, our attribution mechanism can be used to annotate network packets with information about
the type of data contained within as a type of network capability, enabling the deployment of intelligent fil-

1



ters and reverse firewalls. State-of-the-art firewalls attempt to prevent attacks or data leakage through content
inspection, but such techniques are easily thwarted by motivated adversaries or, frequently, innocent mis-
configurations. Our group-based packet attribution mechanism elegantly addresses several shortcomings of
previous capability-based approaches by preserving the privacy of the sender.

1.1 Objectives and significance

The goal of our work is to develop a new architecture for privacy-preserving attribution and provenance
on the Internet. In particular, we propose to design and evaluate a key fundamental component of a secure
next-generation Internet architecture: privacy-preserving, per-packet attribution. We propose a mechanism
that not only enables non-repudiatable traceback and data exfiltration by empowering individual network el-
ements to determine the provenance and authenticity of individual packets, but also preserves sender privacy
through the use of shared-secret key escrow.

A key question we hope to address is whether our proposed attribution primitive is the appropriate ar-
chitectural keystone for a new Internet security architecture. While we firmly believe it to be, we intend to
put our hypothesis to the test by simultaneously developing an example application to both help define the
architectural requirements and evaluate the effectiveness of our solutions. One of the chief benefits of this
exercise will be to define the appropriate end-host interface to our new in-network functionality. Further-
more, we propose to make modest extensions to end-host functionality to track data provenance on the host
itself. While we expect our work will innovate in this domain, the main objective is to prototype all three
necessary components—network support, end-host support, and an example application—at a sufficient
level of functionality to validate our proposed architecture.

Our work will combine new cryptographic developments with experience gained through the PIs’ pre-
vious work on Internet traceback, secure routing, and attack mitigation technologies. We summarize the
individual components of our proposed security architecture below:

• Privacy-preserving Per-packet Attribution: We argue that accountability should not be bolted-on from
above, and instead requires first-class support from the network. In particular, we propose that every
packet be self-identifying, but also disclosure-controlled. To demonstrate this approach, we will de-
velop a packet attribution mechanism based on group signatures that allows any network element to
verify post-hoc that a packet was sent by a member of a given group. Importantly, however, while
any party can detect a forgery (a packet that cannot be properly attributed), actually attributing the
packet to a particular member requires the participation of a set of trusted authorities from that group,
thereby ensuring the privacy of individual senders.

• Data Exfiltration: We propose to explore the architectural ramifications of packet attribution on a
system that limits network transmissions to authorized data. That is, only data that has been explicitly
identified as safe to share (either manually or via an automated policy) is allowed to cross some
network boundary; specialized firewalls drop and alert on any exceptions. We will adapt an existing
content firewall prototype to use our attributions as a form of capability and evaluate the extent to
which it simplifies the problem.

• Data Provenance: Finally, we plan to develop host-level support for data provenance. We will use
a lightweight, VM-based approach to conservatively associate each outgoing data packet with any
files or network input that it may depend upon. Specifically, when a network packet arrives, we will
use its attribution information to taint all subsequent data derived from its contents, and transfer that
attribution to any outgoing packets whose contents are dependent on the tainted data. Thus a record
of each packet’s provenance can be tracked transparently. We will further extend the content firewall
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described above to limit disclosure not only of explicitly protected data, but also of any data derived
from protected data.

Taken together, we believe these components represent a substantial step towards a comprehensive secu-
rity architecture for the next generation Internet. This collaborative proposal leverages the unique strengths
of PIs at UC San Diego and the University of Washington: the requirements are informed by the UCSD PIs’
deep knowledge of today’s security threats through their involvement with the NSF-funded Collaborative
Center for Internet Epidemiology and Defenses. PI Kohno recently received his Ph.D. from UCSD and is
now on the faculty of the University of Washington. Kohno has a broad research record in practical cryptog-
raphy and has also pioneered opportunistic mechanisms for identifying the physical origin of machines [61].
His ability to translate between the formal world of cryptographic primitives and the practical engineering
of real-world protocols is instrumental to this project’s success.

2 Results from prior NSF support

Our initial exploration of the proposed architecture was funded by the NSF through a one-year grant enti-
tled “NeTS-FIND: Enabling Defense and Deterrence through Private Attribution” (September 2006–August
2007, $400,000).
Alex C. Snoeren. Snoeren’s research has focused on support for mobile, secure [88, 100, 101], and

flexible [4, 83, 84, 98, 99] wide-area routing. He is currently supported in part by a 2004 NSF CAREER
award (CNS-0347949 March 2004–March 2009, $474,000) and serves as co-PI on two on-going NSF grants
“Framework for Designing, Evaluating, and Deploying Global-scale Adaptive Networked Systems” (CNS-
0411307 August 2004–July 2007, $345,636) and “NeTS-NBD: Algorithms and Infrastructure for Shared
Mesh-based Broadcast” (October 2005–September 2009, $500,000). He was recently awarded two new
NSF grants, “NeTS-NBD: Distributed Rate Limiting” (September 2006–August 2009, $360,000) and “CSR-
PDOS: Harnessing Virtualized Resources in Cluster Computing,” August 2006–July 2009, $450,000). In
addition, Snoeren serves as senior staff in the NSF-funded CCIED center described below.

Snoeren’s CAREER award, “Decoupling Policy from Mechanism in Internet Routing,” supports work
centering around the notion of a network capability [102] that empowers end hosts and ISPs alike to specify
routes on a per-flow basis in a secure and accountable fashion. The project is initially exploring the use
of network capabilities to implement an authenticated source-routing infrastructure called Platypus [87].
Platypus delivers the full power of AS-level source routing while addressing both the traffic engineering
and accounting concerns of ISPs, reducing the barriers to deployment of a flexible, fine-grained wide-area
routing system. This proposal leverages the insights gained from the design of network capabilities.

Snoeren currently advises six Ph.D. students and supervised three Masters theses. Through his students,
Snoeren maintains ongoing collaborations with researchers at Google, HP Labs, and AT&T Labs–Research.
Tadayoshi Kohno. Kohno’s research has focused on applied cryptography [1, 13, 14, 15, 16, 47, 49,

54, 57, 59, 60, 64, 66, 75], secure systems [65, 89, 111, 112], and information leakage [62, 63]. Within
his applied cryptography research, Kohno’s goal is to help further lift the reduction-based provable security
approach of Goldwasser and Micali [51], and its practice-oriented variant [12], closer to the needs and
constraints of real systems. For example, after discovering a security vulnerability in a portion of the Secure
Shell (SSH) protocol, Kohno developed provably secure fixes that are not only compatible with existing
artifacts of the SSH protocol, like the internal packet format, but that exploit the presence of these artifacts
for security [15, 16]. Kohno has also developed methods for inferring forensics information about a TCP
stream’s physical device of origin [62, 63]. Following his original analysis of the Diebold AccuVote-TS
electronic voting machines [65], Kohno has also developed new methods for improving the security of
electronic voting [75, 89].
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Kohno currently serves as a sub-contractor on the exploratory one-year FIND grant mentioned earlier.
He is particularly focused on improving the cryptographic operations required for packet attribution.
Stefan Savage. Savage’s research focuses on the security [72, 113, 74, 97, 11, 76, 79, 44, 80, 95, 94,

25, 2, 92], availability [22, 107, 56, 21], and measurement and manageability [36, 46, 10, 43, 90, 93, 91]
of wide-area distributed systems. Savage’s research is currently supported in part by an ongoing 2004 NSF
CyberTrust grant, “Collaborative Center for Internet Epidemiology and Defenses” (CNS-0433668, October
2004 – September 2009, $3,100,000), and is co-PI on an NSF Infrastructure Grant, “FWGrid:A Research
Infrastructure for Next Generation Systems and Applications” (EIA-0303622, September, 2003 – August,
2008, $1,800,000).

The goals of the first effort are to better understand the behavior and limitations of large-scale Internet
epidemics [70, 72] using high-fidelity, active responders [113], and to develop systems that can automatically
detect [71] and defend against Internet attacks in real-time [55, 56]. The critical distinction between this
proposal and the CCIED mission is that CCIED focuses on today’s Internet, while this proposal considers
the potential to design the next-generation Internet. Moreover, the CCIED effort is focused primarily on
defenses, while a significant portion of this proposal concerns the forensic support required for deterrence.
The FWGrid infrastructure effort is focused on building and supporting a large computation and storage
infrastructure, coupled with high-bandwidth wireless (>400Mbps) and wired (10Gbps) communications,
and high performance video input and rendering output devices. It is focused on a number of key motivating
applications including an omnipresent video-diary, a “day-in-the-life” of trace of enterprise-wide network
and computation activity and passive video lab monitoring and analysis. Savage’s involvement is particularly
focused on the second of these activities.

Savage has supervised two Ph.D. students to completion: Ranjita Bhagwan, now at Microsoft Research
and John Bellardo, now at Cal State SLO, and three M.S. students: Douglas Brown (currently completing the
law program at NYU), Ishwar Ramani (now at Juniper Networks), Ryan Sit (founder of startup, Dropshots
Inc. based on thesis work), and Christopher Tuttle (now at Google). Savage is currently advising eight Ph.D.
students. The results of his previously funded efforts have led to collaborations with ICIR, AT&T Research,
Google and Microsoft.
Amin Vahdat. Vahdat’s research focuses on system support for scalable, high-performance network ser-

vices, supported in part by a 2000 NSF CAREER award (CCR-9984328 June 2000-May 2004, $200,000),
a 2000 NSF ITR award (ITR-0082912 September 2000-August 2003, $362,000), an ongoing NSF grant
(CCR-0306490 September 2003-August 2005, $260,000) supporting the development of a large-scale emu-
lation environment and a recently awarded NSF grant (CCR-0411307, $345,636) focusing on programming
language and runtime support for large-scale distributed systems.

Vahdat’s CAREER award on “Balancing Performance, Security, and Resource Utilization in Wide-Area
Distributed Systems” supported a body of work on informed transcoding [28, 29, 30, 31, 32], overlay net-
works for federations of mutually distrustful autonomous systems [24, 68, 69, 109], and secure resource
allocation [39, 50]. Vahdat’s ITR award on “System Support for Automatic and Consistent Replication of
Internet Services” focuses on consistency in replicated systems, and the inherent tradeoffs between various
types of availability [119, 120, 121, 122, 123, 124]. Finally, an NSF CCR grant on “Evaluating Global-
scale Distributed Systems using Scalable Network Emulation” supports the development and deployment of
ModelNet [110, 118], ta scalable and accurate network emulation environment.

Through support from these grants, Vahdat has supervised four Ph.D. theses: Haifeng Yu, now at Intel
Research Pittsburgh; Adolfo Rodriguez, now at IBM; Yun Fu, now at Yahoo! Corporation; and Dejan
Kostic, now an Assistant Professor at EPFL; 12 M.S. theses; and 15 undergraduate research projects over
the past five years. Vahdat is currently advising 9 Ph.D. students. The results of this work have led to
continuing collaborations with Hewlett Packard, IBM, Intel, and Microsoft.
Geoffrey M. Voelker. Voelker’s research has focused on wide-area distributed systems [17, 18, 19,

20, 21, 22, 37, 67, 86, 105, 106], computer networking [36, 52, 107, 108], and mobile and wireless com-

4



puting [6, 7, 8, 9, 27, 35, 73]. This work has been supported in part by a 2003 NSF Trusted Computing
grant (CCR-0311690, “Quantitative Network Security Analysis,” August 2003–July 2005, $208,786), the
a 2004 NSF CyberTrust Center grant (CNS-0433668, “Collaborative Center for Internet Epidemiology and
Defenses,” October 2004–September 2009, $3,100,000), and two recent grants through NSF NeTS-NBD
(CCR-0411307, “Generating Realistic Network Traffic and Topologies,” September 2006–August 2009,
$345,636) and NSF CSR-PDOS (CNS-0615392, “Harnessing Virtualized Resources in Cluster Comput-
ing,” August 2006–July 2009, $450,000).

Voelker’s recent project “Quantitative Network Security Analysis” developed a combination of network
analysis techniques and network measurement infrastructure to passively analyze large-scale Internet secu-
rity threats such as denial-of-service attacks [77, 80], Internet worms [76, 78, 79], and port scans. Using a
large “network telescope” we have developed at UCSD in combination with smaller monitoring platforms
on other networks, we are measuring the vast majority of large-scale Internet attacks and capture global
DoS, worm, and port scan activity on an ongoing basis.

Voelker has supervised seven Ph.D. theses (Song Cen, now at NextWave; Anand Balachandran, now at
Microsoft; Ranjita Bhagwan, now at Microsoft Research India; Leeann Bent, now at Google; Renata Teix-
eira, now at Laboratoire d’informatique de Paris 6; Flavio Junqueira, now at Yahoo! Research, Barcelona;
and Kiran Tati, now at VmWare) and six M.S. theses. He is currently advising 8 Ph.D. students and four
M.S. students. The results of these efforts have led to close collaborations with AT&T Labs – Research,
Microsoft Research, ICSI Center for Internet Research (ICIR), Google, and Intel.

3 General plan of research

Our proposed research rests on establishing two principal capabilities: a privacy-preserving mechanism that
permits forensic attribution of individual network packets and a data provenance tracking mechanism that
allows a data item’s security-related attributes to be tracked across the hosts it traverses. We motivate each
of these capabilities in turn and show how such an architecture can be used to help provide detterence and
precise data confinement.

3.1 Attribution

Research in network security has traditionally focused on defenses—mechanisms that impede the activities
of an adversary. However, paraphrasing Butler Lampson, practical security requires a balance between de-
fenses and deterrence. While defenses may block an adversary’s current attacks, only an effective deterrent
can prevent the adversary from choosing to attack in the first place. However, creating such a deterrent is
usually predicated on an effective means of attribution—tying an individual to an action. In the physical
world this is achieved through physical forensic evidence—DNA, fingerprints, writing samples, etc.—but
attribution can be uniquely challenging in the digital domain.

As Peter Steiner’s famous New Yorker cartoon states, “On the Internet, nobody knows you’re a dog.”
Indeed, a functional anonymity is implicit in the Internet’s architecture since the lowest level identifiers—
network addresses—are inherently virtual and insecure. An IP address only specifies a topological location—
not a physical machine—and is easily forged on demand. Thus, it can be extremely challenging to attribute
an on-line action to a particular physical origin (let alone to a particular individual).

The total absence of meaningful deterrence in today’s Internet has profound implications on on-line
criminality. First, it reduces the barrier to entry for new Internet crimes. To illustrate, consider Clark &
Davis’ cost-benefit model for criminal behavior [40]:

Mb + Pb > Ocp + OcmPaPc
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Mb and Pb are the monetary and psychological benefits of a crime,Ocp is the cost (overhead) of commit-
ting the crime, andOcm is the monetary cost of a conviction, Pa the probability of getting caught and Pb the
dependent probability of a conviction. With Pa approaching zero in the Internet domain, even low-margin
crimes can offer significant value (hence SPAM). Second, without any meaningful risk of being caught,
attackers are able to act repeatedly with impunity. It is this property that underlies the asymmetric nature of
the modern computer security arms race. Attackers are free to improve their methods until they can break
our defenses — leaving defenders forever in the role of catch-up.

It is our position that any future Internet architecture must move past this limitation and provide a post-
hoc means to attribute the physical origin of any individual packet, message or flow. In particular, we argue
that network traffic should be self-identifying: each packet is tagged with a unique non-forgeable signature
identifying the physical machine that sent it. While such attribution may not definitively identify the indi-
vidual originating a packet, it is the critical building block for subsequent forensic analysis, investigation
and correlation; it provides a beachhead onto the physical scene of the crime.

3.1.1 Privacy preservation

However, there is a natural tension between this need for attribution and user desire (or legal rights) to
privacy. Solutions that do not balance these interests have faced critical challenges to deployment. Thus,
we believe that while the origin of every packet should be attributable, this origin must be opaque to all but
properly authorized parties (e.g., under warrant). Specifically, we propose two key properties necessary for
privacy-preserving attribution:

• Post-hoc Authentication. A properly empowered and authorized agency should be able examine a
packet signature – even months after the packet was sent – and unambiguously determine the physical
machine that generated it. This requirement also implies that signatures be non-forgeable (and hence
non-replayable).

• Privacy. Packet signatures must be non-identifying to a normal observer. Thus, the encoded identi-
fying information in these signatures must be opaque, in a strong sense, to an unprivileged observer.
Moreover, the signatures must not serve as an identifier (even an opaque one) so different packets
from the same source must carry distinct signatures. Overall, a user should have at least the same
expectation of anonymity that they have in today’s Internet excepting authorized investigations.

While these contrasting requirements appear quite challenging to satisfy, surprisingly there is a well-
known cryptographic tool — the group signature — that neatly unties this particular Gordian knot. The
group signature, first introduced by Chaum and van Heyst [33], is a public-key signature scheme in which
a group manager creates per-sender signing keys. Only the group manager can reveal the signer from a
signature, but anyone knowing the group manger’s public key can verify that a signature was generated by
a member of the group.

We apply group signatures to this problem as follows. Each machine is a member of some group and
is provided with a secret signing key. Exactly how groups are constructed is very much a policy issue, but
one pragmatic approach is that each computer manufacturer defines a group across the set of machines they
sell. This is a particularly appealing approach because it side-steps the key distribution problem, as manu-
facturers are now commonly including Trusted Platform Modules (TPM) that encode unique cryptographic
information in each of their machines (e.g., the IBM Thinkpad being used to type this proposal has such a
capability).

Given a secret signing key, each machine uses it to sign the packets that they send. This signature covers
all non-variant protocol fields and payload data as well as a random nonce generated on a per-packet basis.
The nonce, the name of the group and the per-packet signature are all included in a special packet header
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field that is part of the network layer. Any recipient can then examine this header, and verify the signature
to ensure that the packet was correctly signed by a member of the group (and hence could be authenticated
post-hoc by the group manager).

We envision verification as not the sole province of the recipient, but as being a responsibility of the
network as well. Thus, a network provider could block all un-attributable packets from being transited—
providing a blanket “protection” for all of its clients. This service is similar in motivation to the source-
address filtering that is used to mitigate spoofing in today’s Internet [48], but provides a stronger guarantee.
Moreover, this approach does not impose any restriction on the relationship between provider and customer:
It allows considerable flexibility for innovation at the network layer (i.e., it is compatible with open “hotspot”
access, mesh networks, overlays, etc.) and does not impose any bi-lateral administrative cost on providers.

We have built an initial prototype of this architecture, called Clue, that uses the short group signatures
of Boneh, Boyen and Shacham as its central building block [23]. Written as an element in the Click router
infrastructure, Clue is able to sign and verify each IP datagram, albeit with significant overhead. We propose
to extend our system and continue our exploration of this architecture in two ways. First, we will develop
and evaluate a number of performance optimizations that exploit synergies between the structure of group
key cryptography, protocol dynamics and how networks are provisioned. Second, we will explore how
more sophisticated packet signing schemas can provide additional capabilities (e.g., access control, support
for tracking data provenance, physical location, etc) and try to understand the policy ramifications of these
approaches. We outline these efforts in turn.

3.1.2 Performance optimizations

In our prototype software implementation, the overhead to sign (30 ms) and verify (50 ms) a packet are
both significant. Since this is an architectural proposal it is fair to assume that technology will improve
considerably in the time-frame over which adoption might take place. However, experience suggests that
present-day plausibility helps overcome the natural psychological barriers that face all significant departures
from existing practice. Thus, we propose to explore system-oriented optimizations to dramatically reduce
or hide the overhead of the group signature operations in our baseline scheme.
Signature precomputation. Counterintuitively, much of the computation in signing a packet may have

little dependence on the packet content at all. For example in the short group signature scheme of Boneh et
al., based on bilinear pairings, the most expensive operations are independent of the data being signed. Thus,
for senders it is reasonable to compute signature precursors in advance during idle time or I/O. Our early
experiments suggest that this could reduce the packet-serialized overhead by up to three orders of magnitude
(rendering signing an inconsequential operation even in software). Thus, we believe that for many classes
of use our architecture will be bottlenecked by the verification and not signing. Thus, most of our additional
optimizations plans focus on this operation.
Windowed signatures. Again, counterintuitively, the size of the data being signed or verified is not a

significant factor in the overhead of each operation. It is possible to create a windowed signature scheme in
which the i-th signature is over the last k packets, Pi−k+1, . . . , Pi. This allows the receiver to verify the last
n packets in a single step, amortizing the cost of verification over a number of packets in a flow.

Unfortunately, a windowed signature optimization creates a number of conflicts with the existing Internet
architecture: it cannot natively accommodate lost or reordered packets and it does not allow for verification
of a single packet in isolation (e.g., such as necessary for an interactive protocol). However, we believe this
full generality can be achieved by modifying the windowed signature algorithm slightly to encode both a
hash over the packet and a hash over the window (an approach that, for technical reasons, we refer to as
“flat hash trees”). A verifier may choose to verify any individual packet in isolation or, at their discretion,
the previous k packets in the window. The verifier could switch modes dynamically to amortize costs when
a window of packets is available, or a single packet when there is a desire to reduce latency.
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Latency hiding. Many protocols decompose the request-response nature of the transport protocol from
the application-level delivery semantics. This difference provides significant opportunities to hide overhead.
For example, in the TCP protocol, there is no reason to serialize the generation of acknowledgements on
the verification of signatures on incoming data packets. Instead, this verification can be overlapped in the
round-trip time to receive the sender’s next packet and amortized (as described above) across a full window
of data before it is delivered to the user’s socket buffer. For many client workloads we believe that the
verification overhead may be largely if not completely hidden in this fashion.
Selective verification. A receiver may always shed load by randomly selecting which packets (or packet

windows) to verify in exchange for the risk of unintentionally accepting an unattributable packet. Addition-
ally, a receiver may choose to selectively verify packets if they are bound to an earlier verification event by
some other protocol. For example, if the key-exchange portion of an SSL transaction is verified then a re-
ciever might choose not to verify subsequent packets within the session (although this does require trusting
the sender’s ability to keep the session key secret).
Incremental verification. We believe it is possible, via a minor modification, to create an incrementally

verifiable version of the signature scheme we have described. This construction allows unverifiable packets
to be rejected very quickly on average with negligible impact on the cost of verifying well-formed pack-
ets (although at the cost of a larger per-packet signature). This tradeoff, perhaps combined with selective
validation, is potentially valuable for tolerating denial-of-service attacks against the verification mechanism.
Parallel signing and verification. Our current software prototype uses a serial implementation of group

signatures. However, many of the computations on both the signing and verification step are independent
and could easily be exploited by either thread-level parallelism in a software implementation, or the natural
data parallelism available in an FPGA or native hardware implementation. As well, both tasks are amenable
to pipelining when the processing of multiple packets is overlapped.
Network load balancing. Some of the optimizations we have proposed above exploit the knowledge

or buffered state available to a receiver. Fewer of these opportunities are available to intermediate network
routers that have far less knowledge or state about a particular traffic flow. However, the network infrastruc-
ture provides its own opportunity for optimization resulting from the serial nature of its store and forward
architecture. In particular, along a particular path a set of routers will each forward a packet in turn. Thus,
if all unverified packets are dropped, any verification performed after the first router is effectively redun-
dant. Even assuming that ISPs wish to verify their traffic independently, there are frequently three or more
hops over which verification work could be load balanced. We plan to explore the ways in which this load
balancing could take place, including explicit schedules and probabilistic schemes.

Overall, while we do not believe we can make privacy-preserving attribution “free,” we believe its costs
can be made acceptable on today’s client systems. We believe that parallel hardware implementation will be
appropriate for router-level implementation and for heavily loaded servers.

3.1.3 Design explorations

Our baseline architecture provides a single packet signature whose semantics are undefined beyond group
membership. However, the general approach offers considerably richer design opportunities. For example,
our architecture allows the possibility of a set of labels for a given packet. For example, a packet might
be signed by several groups — any or all of which might be necessary for admission into a given network.
Effectively, each signature is not only a capability to attribute a packet but also a declaration of jurisdiction.
This allows a number of problems to be addressed directly. For example, while our existing scheme provides
a mechanism to identify the sending machine, this value may be limited for public access hosts (although
it may still offer some forensic value if there is additional evidence or surveillance material at the site).
However, such a system could be designed to require a personally-held smartcard that contributed its own
signature. Thus a packet would reflect both the machine that sent it and the smartcard that was used to enable
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the transmission. Alternatively, ISPs might tag first-hop packets with the country of origin. Thus a host could
express reception policies such as “Accept packets whose source signatures have acceptable legal standards
for opening AND are attached to networks within a compatible system of jurisprudence.” More simply, a
company might simply use a local group manager to provide access control for its employees (independent
of their IP address or location). Finally, a packet might be annotated with a signature indicating the value of
the data being carried. For example, confidential information might belong to one group – allowing network
firewalls to prevent it from leaving the organization (unless perhaps the sender belonged to a particular
authorized group as indicated by yet another signature).

We have developed our approach to be a network-layer capability strictly compatible with the Internet
datagram model. Hence, we have not assumed any kind of negotiation or connection setup. However, if we
relax this restriction it allows a number of other opportunities. For example, a recipient makes it clear what
“capabilities” are required for access and thereby directs the sender to choose among signing keys available
to it. Moreover, it might request permission to have the first-hop router add its own signature to identify the
sender’s physical location.

Finally, ours is a fundamental architectural exploration that opens up significant degrees of freedom in
how it is applied. To wit, the policy implications of a robust packet attribution mechanism are many and
varied. For example, it is not at all clear who should be able to authorize the “opening” of a packet. The
Internet is an international entity and one without any overarching controlling legal authority. What then
should IBM do when served with a warrant to open a packet? Whose laws should apply? Those in the
country the requester resides, those where IBM resides, where the packet was found, or those of the host
country (or nationality) of the owner of the machine that sent the packet? There are compelling cases for
each. Will U.S. government networks be willing to receive packets signed by groups in Iran? Will they be
willing to buy Thinkpad laptops manufactured by the Lenovo group in China? At this time the PIs do not
have a position on the social value of these policies, but we believe that understanding them is critical to
ultimately designing a mechanism that is both flexible and broadly acceptable.

3.2 Provenance

Attribution addresses the problem of associating traffic with a particular machine, and perhaps ultimately
user, thereby providing the foundation for deterrence. It is also potentially usful for stating some policies
about attributes of the sender, perhaps their group affiliation or authorization. However, attributing the origin
of a packet helps little in enforcing policies about what kinds of data may traverse a network.

It has become increasingly desirable, for reasons of both competition and compliance, to limit which
information may cross aministrative network boundaries, but this requirement is a poor match to today’s
network architecture. For example, software companies do not want unauthorized source code to be sent
out to the Internet either from accidental exposure (e.g., attachment on email sent to the wrong address, or
incorrect permissions on files accessible via a Web server) or malicious intent (e.g., a disgruntled employee,
or hosts compromised by malware or hackers). Thus, while developers should be able to share source code
unhindered within the internal company network, unauthorized transmission to the outside wolrd should be
under explicit policy control. Of course, the network boundary may be internal as well. A company may
need to sandbox different projects from each other because of contractual arrangements with customers, and
therefore prevent leakage of intellectual property between internal groups. Still further complicating this
problem, an organization’s interest in its data is not restricted to a single format or expression, but to derived
data as well (e.g., object files, libraries, and executables). Simply operations such as extracting the contents
of a file and placing it into an e-mail message or placing the file in a compressed or encrypted attachment,
should not be sufficient to defeat any exfiltration controls.

The key challenge facing any such approach is determining whether a particular packet is safe to dis-
tribute across a network boundary. The answer, of course, depends on the origin(s) of the contents of the

9



packet. Ideally, if the system knew the source of the data, and the sources of any data upon which that data
depends, it could make an informed decision. Here, origin does not necessarily refer a particular physical
machine or location, but rather an object’s provenance and the attributes associated with its ancestors (thus,
a packet whose contents are ultimately derived from confidential material should itself be confidential).

To meet this challenge, we propose an exfiltration approach that uses our attribution architecture to
combine data provenance tracking on the host with filtering in the network. We will use group signatures
to label data objects; objects in the same group are equivalent with respect to policy. However, simply
enshrining the capability to associate group attributes with packet data is not sufficient to meaningfully
enforce data flow policies. The end hosts must also maintain these attributes as data is manipulated to
prevent the “laundering” of a data’s provenance. In a sense, this issue reflects a mismatch between end-
to-end focus of Internet protocols and the data-oriented requirements of confinment. While the network is
ideally situated for observing and controlling the flow of traffic between two points, only the end-host can
can interpret the effect of its own processing once a packet is delivered (at best, the network may be able to
correlate—as per Paxson’s “stepping-stone” analysis [125]). Thus, it is our contention that the behavior of
end-hosts must be included as part and parcel of any network architecture redesign.

To this end, we plan to provide mechanisms to label base objects, such as source code files, on each
host directly. We will then use “tainting” techniques to automatically label new data objects, such as object
files, that are derived from the base objects. We envision performing taint at the lowest level of the system
(virtual machine monitor), and at the smallest data granularity (memory words), to transitively track data as
it flows through the system. Our goal is to encompass any form of data derivation, whether it is via file input
and output of a process (a compiler creating object files from source) or via cut and paste in the windowing
system (copying code from source in an editor and pasting into an email message).

When transmitting packets, the host will use the attribution framework to sign those packets using the
appropriate signature. If aWeb server is sending a source code file tracked and labeled using our architecture,
for example, the networking stack will sign the outgoing HTTP packets with the group signature associated
with the data in the labeled and tracked file. In effect, the packets have been signed with a network capability
that determines whether the outgoing packet can cross a network boundary.

Logically, the network component enforces policy by verifying the signatures on outgoing packets.
Depending upon the policy desired, the network will drop unauthorized packets (either without signatures,
or signatures that fail to verify). In implementation, the network component can be distributed across all
machines (e.g., as a network filter at the virtual machine monitor layer) or centralized into a “reverse firewall”
situated on the network boundary.

At a high-level, host attribution enables networks to express and implement policies about source and
location, and treats packet contents as opaque data when applying policies. It is not what is in the packet
that matters, but where in the network and from which machine a packet originated. Data provenance,
in contrast, enables organizations to express and implement policies about packet contents: it is precisely
what is in the packet payload that determines what policies apply. Combining host attribution and data
provenance unifies the attribution architecture and enables organizations to express and implement a wide
range of flexible exfiltration policies, including “Drop all outgoing unauthorized data” as well as “Drop all
unauthorized data unless from these authorized hosts.”

We recongize that ours is a significant departure from traditional network architectures – which tra-
ditionally abdicate responsibility for data upon end-point delivery. However, we do not believe that this
traditional model offers the power necessary to implement real-world security policies. It is exactly this
mismatch between meaning and function that results in inperfect and incomplete solutions such as today’s
network firewalls.

We develop our approach to exfiltration in two stages. In the next section, we first present a design of a
high-performance centralized network verifier called Glavlit. Glavlit can be deployed independently of the
attribution architecture, requiring no changes to or support on the host, and can mitigate covert channels. It
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is, however, limited to verifying explicitly identified data objects, not derived data, and requires knowledge
of the transport protocol. Then, in Section 3.2.2, we discuss the challenges of evolving exfiltration to
track data provenance and take advantage of our attribution architecture. With this integration, we extend
exfiltration to encompass derived data, and simultaneously generalize and simplify the network verifier by
pushing verification down into the IP layer.

3.2.1 Glavlit design

As part of our initial NSF FIND seed funding, we have designed an initial exfiltration system called Glavlit.
Glavlit targets preventing information leaks through HTTP flows using a combination of content control
and protocol channel mitigation. Glavlit does not require any changes on the host, but does require protocol
parsers to pull out the protocol chatter from actual object transfer (for example, HTTP request and response
data).

The Glavlit system consists of three components: Warden, Client, and Guard. Users use the Client to
import objects into the system for Glavlit vetting. It provides an interface to users of the protected network
to manage content control. A system user authenticates to the Client software so that the Warden can enforce
additional vetting policy. For example, the Warden can enforce that only project leaders may vet files of a
certain type.

The Warden is a central server that vets objects, determining whether the object has the ability to leave
the network. The Warden can implement any type of digital and/or human reviews to determine if the object
is fit for release. This process can be as simple as keyword search, or as rigorous as requiring approval from
a committee of human analysts. Once approved, the object is partitioned into 1024-byte chunks that are
then hashed. The resulting collection of hashes determines what content is allowed to leave the network,
and enables high-speed verification at the Guard. We assume access to the Warden is controlled through
appropriate authentication.

The Guard verifies objects as they traverse a network boundary. It operates as a transparent network
gateway at the perimeter of the protected network. The Warden and Guard share hashes and meta-data
of vetted objects. As packets pass over the outgoing network boundary, the Guard detects HTTP protocol
covert channels and verifies that all file content has been previously vetted. It is a high-speed bidirectional
network bridge that can actively stop data exfiltration as it occurs.

Verification consists of ensuring that data has been previously vetted. As the Warden receives packets,
it locates data within the network stream and compares the hash of individual chunks to its pre-existing
collection of hashes. To identify an object, we perform a lookup hash on the first 256 bytes of the file
content. Once identified, the Guard hashes each chunk of object data and compares the result with the
known hash. If any chunk does not match, we close the connection by injecting a TCP RESET.

To perform verification transparently in the network, the Guard must be able to reconstruct the network
communications on the fly. Since Glavlit performs hashes on a chunk granularity, the packets associated
with a chunk can be transmitted as soon as all chunks within a packet are fully verified. Because chunks
may cross packet boundaries and packets may arrive out of order at the gateway, Glavlit may have to perform
some packet buffering for further analysis before forwarding the packets. If the amount of required state
becomes too large (e.g., as a result of some internally-mounted denial-of-service attack), it is always safe
for Glavlit to drop buffered packets or to reset connections.

With this design, Glavlit separates vetting from verification. With this separation, our goal here is to
enable generic and powerful vetting techniques to be employed. Since these techniques perform deep object
analysis, they can be very time-intensive. Once vetting is complete, verification is done on all data leaving
the network at the boundary to ensure that it was previously vetted.

Of course, there are a number of potential attacks against such a system. Sensitive data may be encoded
and transmitted through simple dictionary exchanges, timing attacks in the protocol exchange, etc. Our
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ongoing work on Glavlit is to identify these attacks and prevent them to the extent possible. For instance,
we are identifying known good communication patterns for particular protocols to prevent encoding attacks
from taking place. Similarly, we are collecting recommendations for small modifications to protocols such
as HTTP that might render them more robust against certain types of such attacks. While Glavlit takes steps
to eliminate unauthorized channels, this problem is generally intractable. However, Glavlit is able to impose
limits on the capacity of such channels and essentially “raise the bar” for attackers.

3.2.2 Tracking derivations

Glavlit is an exfiltration system for verifying outgoing traffic using contemporary capabilities. As we dis-
cussed above, we can greatly enhance network-based exfiltration by combining it with host-based data
provenance tracking and our proposed packet attribution architecture. In this more powerful model, the
host associates group signatures with data objects and any objects derived from that data. When the host
transmits packet data taken from tagged objects, it signs the packets using the group signature. As packets
traverse a network boundary, the network-based gateway verifies that the packets have a valid signature and
have authorization to cross that boundary. Furthermore, an organization can combine host attribution with
attribution based on data provenance to express policies that are a function of both the machine sending the
data and the data being sent. In this section we describe our approach to tracking data provenance on the
host and the challenges that we must address in more detail.

While it would be possible to make data provenance a first-class feature of an operating system [42], this
approach would invariable impact a range of operating systems’ APIs and require rewriting existing appli-
cations. Instead, we plan to explore a virtual machine monitor (VMM) approach, which has the advantage
of being able to accommodate legacy operating systems and applications. However, because a VM abstracts
a computer system at the level of individual memory accesses and instructions it is forced to infer higher-
level abstractions such as sockets, transport-level connections, and so forth. Thus, the dual challenge and
opportunity of this approach is to exploit the benefits of precise monitoring of data accesses while managing
the added complexity of inferring and understanding higher-level state.

We intend to base our effort on a technique known as tainting. Thus, in principle, the execution state
of a VM carries with it a set of implicit attribute values (e.g., current user, executing application) that apply
to every write (either to memory or I/O device). In turn, a read from memory also carries with it the set of
attributes that were used to write the location previously. Thus, a memory location is said to be tainted by
the attributes that its last write was causally dependent on. By tracking the set of these attributes through
the dynamic data flow of a program, one can maintain the complete set of causally dependent attributes for
each memory object. Since this information is implicit in the data flow of the operating system and those
applications using it, this causality can be inferred dynamically rather than requiring changes to existing
legacy environments.

For our purposes, we do not have to solve the general problem of tracking the complete set of execution
attributes. Instead, we associate data objects with signatures and track this mapping as the taint attribute
as applications and the operating system use the data. The foundation for tracking begins when users or
automated tools associate a policy with data objects, such as a file, thereby associating with that object a
signature that corresponds to a group representing the policy. Any subsequent execution using that data as
input will propagate the mapping to any outputs, such as network packets, based on the data.

Building on our previous experience with the Xen VMM [52, 113], we plan to produce a modified
VMM that provides and tracks low-level data tainting services. Our initial prototype will be based on an
approach from Cambridge University that dynamically switches between direct virtualization and machine
emulation to track derived memory accesses [53]. In this approach, buffers holding tainted data (e.g., input)
are unmapped in the TLB and subsequent faults switch the VMM into a full machine emulator (e.g., such
as Qemu). The emulator carefully tracks instructions and register contents and marks any writes directly
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or indirectly dependent on input data as tainted by the associated attributes. This approach has been used
extensively to find control flow violations, such as buffer overflow attacks, but we propose to use VMM taint
to track data provenance via signature association.

There are several clear challenges with this approach. First, an obvious concern is efficiency. Since
tainting requires maintaining state for each object being monitored, this can both create significant storage
overhead as well as execution overhead to track the dataflow of tainted objects. Minimizing these overheads
will require several optimizations. Execution overhead can be minimized by using a conservative method
for tainting attributes that are in scope for large periods of time. For example, it is not necessary to perform
dataflow analysis to determine that the current userid should taint all writes in the address spaces of a user’s
programs. Less obvious, if a Word document causes the Normal.doc template to change, it will affect all
subsequent documents created by the same user. Some of these optimizations can be special-cased, but in
general we will explore performing them automatically by monitoring how long a particular value causes
dynamic data flow to be activated and adjusting our policy accordingly. Note that such optimizations may
also cause objects to be unnecessarily tainted due to their conservativism.

A similar set of optimizations can be used to reduce the amount of state that must be maintained. Thus,
rather than track data provenance for each byte, some attributes may implicitly apply to all memory allocated
by an application and others may have variable granularity (e.g., a list of attributes mapping to memory
ranges will be compact if the mapping is sparse as we would expect). However, we expect that initial
implementations will require significant resource requirements and may cause perceptible degradation of
some applications. We believe this is an acceptable tradeoff given the demands of this application and the
relative change in the demands of normal data processing applications when compared to the capability of
emerging multi-core processors.

The final pieces of this exfiltration architecture are at the network layer. On the host, the taint tracking
system propagates signature associations on data from application memory down into the socket buffers
of the operating system. When the networking stack on the host transmits a packet, the IP layer resolves
the signature associated with the data in the packet payload. It then uses the per-packet attribution library
to sign the packet. Packets that traverse an administrative network boundary, such as external links to the
Internet, pass through a network reverse firewall evolved from the Glavlit Guard. For each packet, this
firewall verifies the packet signature to vet whether the packet can leave the network. Depending upon the
policy associated with the signature group, it can drop packets based upon a lack of signature, signatures
that fail to verify, whether signed packets were sent from authorized hosts, etc.

As discussed earlier in this proposal, current implementations of the attribution operations have signif-
icant overhead. Fortunately, using attribution to track and verify data provenance uses the same operations
as privacy-preserving per-packet attribution. As a result, they immediately share the benefit of optimizing
the attribution methods. In particular, optimized hardware implementations of the verify operation for use
in routers can be used by the exfiltration firewall as well. An alternative implementation of the network
firewall is to distribute its functionality to every host, having the VMM perform the verification and filter
duties. Although a distributed implementation scales as the number of hosts in the network grows, it also
relies upon every host attached to the network being configured and operating properly.

4 Research plan

We now present a year-by-year account of research topics that we will pursue as part of this proposal.

Year 1

• Improve performance of prototype group-signature-based packet-attribution mechanism by imple-
menting signature precomputation and windowed signatures.
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• Complete implementation of Glavlit, considering implications for taint tracker and packet attribution.

Year 2

• Demonstrate the effectiveness of per-packet attribution technology by developing a traceback tool that
uses key-escrow to reveal non-repudiatable identifying information about a packet’s source.

• Develop VM-based tainting mechanism to track data provenance on standard operating systems, lever-
aging packet attribution to track network communications.

• Continue to improve performance of packet attribution by incorporating selective and incremental
verification.

Year 3

• Deploy prototype attribution infrastructure and traceback mechanism on PlanetLab, DETER, or GENI
facility if available.

• Integrate taint-based provenance tracking with Glavlit implementation.

• Refine network stack interface for packet attribution based on experience gained linking attribution
with host-based provenance in Glavlit.

5 Related work

Early, high-profile distributed denial-of-service attacks, mounted largely with spoofed source addresses,
spurred the development of a number of traceback techniques that could enable operators to determine the
true source of attack traffic [115, 94, 101]. The availability of these tools, along with increased vigilance and
deployment of reverse-path filtering, has dramatically decreased the power of such attacks. Unfortunately,
spoofed flooding attacks were merely the first salvo in an arms race between motivated cybercriminals and
network operators. In an effort to simultaneously obscure their identity and increase the number of potential
attack sources available to them, attackers are now recruiting third-party end hosts to construct large-scale
botnets, reported to number in the hundreds of thousands. Because these networks are so numerous, vari-
ous researchers have proposed to fundamentally restrict the Internet’s default best-effort any-to-any service
model using a capability-based model [3, 5, 116, 87, 26]. The key differentiator between our proposal and
the previous capability-based schemes is the inability of routers, firewalls, or even destinations to determine
the packet’s origin without the consent of either the sender or a (group of) trusted third party(s). We believe
this distinction is critical to ensuring privacy in the next generation Internet.

There are commercial content-control solutions that perform vetting and verification simultaneously on
the gateway [82, 85]. The primary drawback to this approach is that it is unable to perform whole-object
analysis, critical for supporting modern transfer protocols. Our approach, on the other hand, performs
only object vetting at the gateway, removing any time constraints on verification. Other approaches to
preventing unauthorized data from leaving the network include scrubbing files offline [45, 104], explicit
communication between clients and the network gateway [96], and redundant filter nodes in back-end fault-
tolerant services [117].

A variety of taint-based data provenance mechanisms have been explored in the context of malware
defenses. In particular, researchers have proposed a number of systems that taint memory regions to prevent
control transfers to untrusted code [81, 58, 114]. More aggressive proposals have argued for first-class oper-
ating system support [42] and processor support for byte-level tainting [34, 41, 103]. Aside from execution
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prevention, there is a large body of work on dataflow analysis that attempts to follow the propagation of
particular pieces of data through a program’s execution. We do not propose to attempt anything as sophis-
ticated; our approach is essentially a more efficient implementation of the TaintBochs project, which logs
taint propagation in the Bochs x86 simulator [38].

6 Broader impacts

While this work is high risk, if this approach is adopted as a core component of the next-generation Internet,
it has the potential to effect a qualitative change in the level of accountability, security, and privacy provided
by the network. As our nation’s and indeed the world’s infrastructure comes to increasingly rely on an
intertwined web of network services, it is critical that we advance the state-of-the-art for securing these
distributed services. Moreover, many of the core tensions in this proposal—such as between attribution and
privacy—are common across a range of distributed Internet services. We expect the insight we gather to be
reflected in distributed applications beyond merely the network layer services we intend to study. Finally,
we believe that the introduction of more sophisticated cryptographic concepts to the networking community
has merit in itself. Networking researchers are driven by the tools they have available and creating a better
appreciation between the networking and cryptography communities can only benefit both.

In addition, it is our intention that the resources from this grant and the context of this work will create
educational opportunities for students at a variety of levels. Undergraduates working with the PIs have
co-authored a number of conference publications and several have gone on to pursue graduate study at
universities including Princeton, Cambridge University, University of Michigan, UC San Diego, CMU,
and University of Washington. One such student, Ethan Eade, was awarded a Marshall fellowship and
was runner up for the highly competitive CRA Outstanding Undergraduate Award in 2004. As well, PI
Savage has been involved in teaching the concepts of network security to high school students as part of
the University of California’s summer COSMOS program. COSMOS brings teams of highly motivated
students between the 9th and 12th grades to UCSD for a four-week intensive residential program. As part of
this effort they select clusters in sub-disciplines of science and engineering and complete hands-on projects
in partnership with faculty and graduate students.

All the PIs are committed to education and curricular development. Student evaluations routinely rank
their courses among the top in the department. PI Vahdat, in particular, was awarded the 2003 Duke Uni-
versity David and Janet Vaughn Distinguished Teaching Award. PI Voelker received the 2001 School of
Engineering Teaching Award and the 2006 Chancellor’s Associates Award for Excellence in Undergraduate
Teaching. The effectiveness of thier courses rests partly on incorporating research materials into the course
work. All the graduate and some of the advanced undergraduate courses offered by the PIs are project-
oriented, involving an original research effort culminating in a project report and presentation during an end
of term “mini-conference.” A number of these course efforts have led to subsequent conference publications.
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